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BEQUATICN OF STATE AND TRANSPORT MEASUREMENTS
ON EXPANDED LIQUID METALS UP TO 8000 K AND 0.4 GPa
Abstract

Equilibrium measurements of pressure, enthalpy, density, temperature
and resistivity have been made on liquid lead, platinum, gold-copper,
urarium, niobium, and niobium-hafnium at high temperatures and
pressures. A unique method of determining sample temperatures from
multi-channel fast radiation pyrometry has been developed and used to
calculate temperatures between 1600 and 8000 K without definitive
emissivity information. Pseudo-potential theory has been used to model
the lead resistivity and equation of state measurements and t-matrix
theory hac beon applied to Lhe uranium resistivity data.

The central experimental concept involves resistively heating an
uncontained 1 mm diameter wire sample at a rate slow enough to allow
uniform energy deposition and pressure equilibration, but fast enough to
avoid significant heat loss and sample collapse through gravitational or
instability effects. The containment vessel is several orders of
magnitude larger than the sample and filled with an inert gas which
maintains a constant pressure experimental environment independent of the
sanple's expanding volume. Energy from a 70 kj capacitor bank drives a
current as high as 35 KA through the wire bringing the material through a
succession of hot, low density liquid states. Current through and
voltage drop across a known segment of the wire is continuously monitored

yielding information about sample enthalpy and resistance at any point in

;\
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time. In addition the sample surface temperature is measured wi*h i‘;j
radiation pyrometry while streak photography provides a continuous record
of the wire diameter. The streak record yields the sample volume which

in turn can be used in canjunction with the resistance to compute the

resistivity. The elevated pressures elevate the metal's boiling point,

allowing the investigation of highly expanded yet still liquid (and

conducting) states.

Recorded temperatures reached 8000 K for Pt and 5000 K for uranium
with maximum temperatures for the remaining materials intermediate
between these two values. An approximate mapping of the liquid-vapor two
phase boundary has been made for lead to include an estimate of the
critical point parameters. The metal to insulator transition in lead
occurred at a specific volume expansion of approximately 3.65 for super
critical pressures. Equilibrium measurements hav=2 been extended at least
a factor of two in temperature, enthalpy, and specific volume over
previous static measurements for the materials of this work. Accuracy is
estimated to be gocod erough to support definitive theoretical comparison,
and in some cases, to produce reliable derivative quantities.

Pseudo-potential calculations using local potential form factors have

been shown to be capahle of predicting th
over the limited range of previous work, but are found to be inadequate
for modelling the resistivity of the most expanded states reached in

these measurements. T-m trix calculatioqs on uranium resistivity using

APW supplied phase shifts produced reasonable agreement with the data

only if suggested modifications were incorporated.
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although liquid theory has received concerted attention with promising:)

EQUATION QF STATE AND TRANSPORT MEASUREMENTS
ON EXPANDED LIQUID ME[ALS UP TO 8000 K AND 0.4 GPa

W. Mark Hodgson

1. INTRODUCTION
The growing interest in controlled nuclear energy has been
accompanied by a requirement for irncreased knowledge of the behavior of

materials under high energy density c,mditims.‘(i)-

The efficiency of
fission reactors can be improved with coolant fluids capable of
maintaining large molecular densities at high temperatures and moderate
pressures. ; Many inertial confinement fusion schemes have been proposed
hi’c;,de;:ud on the cptimum conversion of photon energy into kinetic
energy. (2) The large fields necessary to magnetic confinement fusion
conce pts may require an extremely dense plasma to carry the generating

(3) Fach of these requirements appear to be met hest by

currents.
characteristics peculiar to metals in the liquid state.
\The high melting points of most of metals place the liquid state at

tenmperatures too high for easy experimental investigation. Therefore,
R

\_\‘_‘.; .

results it has yet to be corroborated or refuted over much of the

(4~6) ~z~
S ‘I A

et

pressure and temperature range pertinent to liguid metals.
relatively conplete mapping of the liquid region to include location of
the liquid-vapor coexistence curve through the critical point is
available enly for Na, K, Rb, Cs, and Hg,'(szr and for these not all
measurements are in agreement. For most metals the critical region lies

at higher pressures and tempcratures than are accessible to conventional

e e e e
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exper. nnental techmques.JThe highly reactive nature of liguid metals ;

p technique 1
- makes their containment in uncontaminated form very difficult, and

decreases the accuracy with which thermophysical properties can be
determined.(7) Slow resistive heating methods bhave provided more "1
precise enthalpy-temperature data but are limited to the melting
temperature or below for uncontained samples, (8) Exploding wire
techniques have for some time prcbed the highly expanded states although
these experiments are generally conducted on time scales too fast to
allow intra-sample communication and are plagued by questions of sample

k]
\ ,...---.-—-.. e !
N I .

9qu111br1um“( ) Thus, both~ to provide needeG engineering data and to

stimulate theoretical underatandmg of low density liquid metals, an ‘
investigation of the equilibrium properties of metals above 2000 K and 'f
0.1 GPa is the objective of this work. e

The isobaric expansion experiment (IEX) illustrated schematically in

Figure 1 was desiyned to study liquid metals at pressures up to 0.5 GPa

for temperatures as high as 8000 K.(lo’]'l) The sample, a cylindrical

wire approximately 25 mm long by 1 mm in diameter, is contained in a

o et e RE i ks D M M SO -

vessel which is pressurized with an inert ges. Fnergy from & 70 kJ
capacitor bank is added at constant pressure through resistive heating.

The enthalpy of a given state can be cumputed from the time integral of

o i Tk 2

the measured current through the sample multiplied by the voltage drop

across it. The sample, rigidly held between two current carrying leads,

melts very quickly relieving the axial stresses. Thus expansion is in -
the radial direction only, and this dimension is continuously monitored A
with high speed streak photography. (12) in addition to current, )
voltage, pressure ard wire diameter, the sample tenperature is measured

through three channel radiation pyrometry. These data allow




Pressure vessel
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kAt

window
—— Fiber shadow
optics
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Fig. 1 Schematic of lsobaric Expansion Experiment

A metal specimen in the form of a wire about 1 mm thick and 25 mm long is clamped
hetween metal jaws 1n a2 pressare vessel filled with inert gas. The sample is heated rapidly
with @ imcuely shaped eiectncai pulse as the resulting expansion of the wire is recorded
i with high speed cameras looking through the sapphire windows of the pressure vessel.
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determinaticn of the enthalpy, density, temperature, and pressure of each
of the stales reached as a result of the resistive heating. Resistivity
and, with less precision, derivitive quantities such as heat capacity and
the thermal expansion coefficient can also be ca culated. Runs at
different pressures enable an estimate of the comressibility which in
turn can be used to calculate the buik sound speed.

As will be discussed fully in the following section successful study
of the liquid state with the IEX experiment depends critically on the
choice of energy deposition rate. Heating rates are on the order of

108

K/sec which represents a compromise batween ensuring equilibrium
within the wire (slower rate} and completing the experiment before heat
losses, hydrodynamic ¢r magnetohydrodynamic instabilities, or
gravitational effects become significant considerations. With the aid of
physical arguments given in Chapter 2 the sample can be perceived to be a
standing liquid column during most of the experimental run of 10-100 ps.
The liquid column radiates thermal energy sufficient to allow its
tenmperature to be determined, but insignificant compared to the energy
being added electrically. Conductive losses are still less significant
and the sample remains essentially chemically isolated from its
surroundings by a wall of inert gas.

Initial measurements have been made with this apparatus on refactory

(13,14,15) This thesis extends that

metals and are in the literature.
work through an experimental investigation of temperature-density curves
at several different pressures for lead, platinum, and @ gold-copper
alloy. Temperature studies are performed on uranium, niobium, and
niobiu rhafnium and these data are combined with previous hork(l:”]'s)'

to present more complete eguation of state information on the materials.
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Unique exper imental results cbserved are the stable four-fold expansion
of liguid lead and the measurable separation of lead isobars in the
enthalpy density plane, Lead data are sufficient to permit a qualitative
mapping of the liquid vapor coexistence curve and place dzfinitive bowids
ot critical point parameters. Data on the remaining materials represent
a large extension of the high temperature, low density limits of previous
equilibrium measurements on these metals, and should provide a reliable
test for theoretical modelling efforts.

A second major thrust of this project has been to establish a
reliable technique for determining accurate temperatures from fast three
channel radiation pyrometry. The posed prablem is one of relating the
emitted radiation of the sample to a true temperature in the absence of
any specific information about the temperature and wavelength dependence

£ s ews L L2 L N
L Ot

G nissivity. Tuoree channels of pyrometry data provide five
independent methods of determining a given temperature, each of them
involving the unknown emissivities at the wavelengths of the channel
windo;vs. The technigue developed in this work explcits the redundancy of

the pyrometric data in a way proposed by Lincoln and Pettit. (16)

“heir
contention is that the emissivity may be expressed as a simple function
of temperature and wavelength, and that this functional relationship and
the temperature can be uniquely determined by minimizing the difference
among the independently calculated temperatures over a broad temperature
range. A weakly linear emissivity temperature dependence has been found
to produce the requisite agreement for much o’ the data studied, but tue
dependence is not considered significant in view of experimental

uncertainties, The analysis technique has led to tenperatures, however,

which are consistent and reproducible from run to runm.
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A third goal of the present work has been to compare the experimental
results with calculations based upon the Ziman neerly free electron modGel

of a lijuid metal. (17

The parameter chosen for the initial comparison
has been the resisitivity and the calculation is dependent on
exper imental temperatures and densities. Following reasoning first
expourded by Ashcroft(la) . & quiding philosophy of the theoretical
modelling has been to choose extremely simple local pseudo-potential form
factors with a minimum number of parameters which are adjusted within
constraints imposed by published band structure measurements to give
agreement with measured resistivities acrcss a broad range of densities.

The most extensive calculations have heen carried out on lead, a
known “"good" free electron metal. Results indicate good agreement of the
measurement ard calculation over the very limited density range of
previous exper iméntal work, but that the theory does rot result in strong
enough density dependence over the greatly expanded range of the current
work. It was also found that pseudo-potentials giving reasonable results
for resistivity did not necessarily lead to a meaningful equation of
state nor agree with published potentials based upon modelling measured
bard structures. The inadequate density dependence of the model is
examined through a parametric sensitivity study. Although the work of
this thesis provides a broad data base against which to compare theory
and discover areas of disagreement, the basic failings of the theory have
not been resolved and are beyond the socpe of this thesis.

Resistivity calculations have also been made on uranium which
precents a more difficult theoretical problem because of the presence of

the d and £ electrons in the conduction band. The theory applied is that

discussed by Hirata, et al(lg) in which, as in pseudo-potential
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formalism, the electron scattering is described in terms of a reaction
matrix between plane wave states. In this case, though, the matrix is
known as the t-matrix, and the elements depend upon the phase shifts of
the atomic pctentials as well as the energy at which the scattering takes
place. These necessary phase shifts are extrapolated from self

‘ consistent augmented plane wave (APW) calculations done by McMahan for

(20)

compressed uranium. The calculations require choices for the

{ effective electron mass and the effective number of free electrons in the

conduction band which are not straightforward and have not as yet

l provided ocompletely satisfactory results. In fact the overall modelling

) effort is just bequn and provides a fertile area for further work.

Chapter 2 contains a descriptin of the experiment and discussion of
the considerations necessary to assuming sample equilibrium at each state
reached during the electrical energy deposition. The experimental
objective, equilibrium investigation of the liquid state of metals, is
shown to be achieved through technigues that impose constraints upon the
choice of sample and limitations on the temperatures and pressures that
can be reached. Chapter 3 deals with the. data analysis calculations and

develops an estimate of the experimental uncertainty inherent in the

measurements. Because the i xpansicii eXperiment has been
developed in an evolutionary manner over a periad of ten years much of
the subject matter of Chapters 2 and 3 is in the literature and is

. presented in outline form only for completeness. For this reason the

emphasis in Chapter 3 will be on the temperature determining procedure

which i3 unique to this work and other diagnostic techniques incompletely

developed elsewhere.
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The exper imental results of this project are presented in Chapter 4.
These include all properties reported for lead, platinum and gold-copper,
and the temperature-enthalpy measurements made for niobium,
niobium-hafnium, and uranium. Density enthalpy measurements made by
Shaner, et al(ls) are included for the latter three macerials.

The data discussed in Chapter 4 are initially taken in analog form as
oscilloscope traces, next digitized with a film reader, and then at
various stages of the data reduction are reconstructed using piecewise
quadratic fits or cubic splines. This procedure 1is necessary in order to
correlate current, voltage, pyrometer voltageg, and streak photography
records read at arbitrary times. Using this technique the time parameter
is eliminated altogether and the density, temperature and resistivity are
plotted as functions of the measured enthalpy which is added
electrically. The processed data are then least squares fit as a
function of enthalpy to whatever order is deemed necessary for an
acceptable fit of the data. The resulting polynomials are given and used
to generate tables of thermophysical properties.

Chapter 5 contains a description of the nearly free electron theory
that is used to model selected resistivity data. Also reported are lead
equation of state calculations done using the sane theory as applied in a
code under development by Ross, (21) Both the pseudo-potential and
t-matrix calculations involve the use of a structure factor which is
itself the Frurier cransform of the pair distribution function of the
ionic cores in the liquid metal. For these calculations the jonic cores
are modelled as hard spheres and the structure factor used is that
daveloped by Ashcroft and Lekner from a known solution to the

Percus~Yevick equation(”) » The resistivity determiration employs a
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unique method of choosing the hard sphere diameters as a function of
liquid density and these diameters are compared to those chosen by more
canventional techniques. BAs has been indicated above, the theoretical
modelling is preliminary. Satisfactory exploitation of the range of data
presented should go far beyond the scope of this work. Possible avenues
of theoretical investigation as well as desirable experimental

improvements are discussed in Chaper 6.

R PR T VIR RV Re 7 e PR MRV TV AERED S8 L SN SSE Y DR 1 S I

e

<o, 200



e

10
2, THE EXPERIMENT

The isobaric expansion experiment (IEX) was designed to circumvent
the containment problems accompanying experimental investigations of hot
liquid metals at high temperatures and moderate pressures. (10,11)
Figure 2 illustrates schematically the thermodynamic region of concern to
this project. Indicated numbers are estimates for lead based upon the
data and arguments advanced in Chapter 4. Throughout much of the region
of interest the sample is at temperatures and pressures above which any
conceivable container material could maintain its integrity. Even at
temperatures at which a container could retain sufficient strength, the
corrosive nature of the sample might cause a reaction which would confuse
the meaning of the measurements. To avoid these inherent difficulties of
externally heated, contained sample techniques the IEX leaves the sample
completely uncontained and adds energy through resistive heating. This
chapter includes a detailed description of the experiment and its

diagnostics, and a discussion of the technical concepts necessary to the

essential assumption of equilibrium heating.

The Isobaric Expansion Experiment

Central to the IEX is the 1 mm x 25 mm cylindrical sample pictured in
Figure 3. Energy stored in a 70 kJ capacitor bank drives currents as
high as 40 ka through the sample for experimental times as long as 70 us.
The current lead is electrically isolated from the massive metal anvil in
the lower part of the figure as are the leads accessing the metal ribbon
voltage probes shown lightly contacting the sample. A cylindrical
conducting cap (not shown) fits over the sample holder contacting both

the current lead at the upper end of the sample and the anvil just above
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Fig. 2

100 MPa ~ V/V, =23

H E 200 MPa — V/V, = 2.65

.| 1
3 4

VIV,
Schematic Phase Diagram
This is a schematic diagram of the thermadynamic states that can be reached with the
{EX experiment. Included for reference are the experimental track of shock driven
experiments (principle Hugoniot), the solid liquid two phase region (shaded area at
left), and the boundary of the liquid-vapor two phase reqion. An experimental run
follows a horizontal track beginning at normal density and elevated pressure and con-
tinues to an expansion at which the sample begins to boil for subcritical pressures or
until the critical density 1s reached for supercritical densities. Specific numbers are
those determined experimentally for lead. -
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Fig. 3 1EX Sample and Anvil Assembly

The 1 mm thick by 25 mm long sample is firmly clamped betwezn two
current carrying jaws with voltage measuring probes lightly contacting at

a precisely measured separation. The assembly is enshrouded in a grounding
cap (not shown) and placed within a pressure vessel in which the O-ring
backed indium-coated hoop shown at the base forms the critical pressure seal.
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13
the neoprene O-ring. The cap provides a return path coaxial with the
sample ensuring that the magnetic forces generated are azimuthally
symmetric and thus do not cause any motion of the sample. The voltage
probes are attached to a high impedance differential amplifier allowing
the voltage drop across a precisely measured section of the wire to be
continuously monitored with minimum perturbing effect on the sample
current and thus minimum contact resistance effect. The assembly
pictured in Figure 3 is placed in a pressure vessel, the inner diameter
of which is only slightly larger than the largest diameter of the anvil.
Inert cas is used to pressurize the cell pushing down on the O-ring which
in turn presses on the indium coated metal seal just below it. The
indium seal has a triangular cross section so that the gas pressure as
transmitted by the O-ring forces t' » lower outer edge out against the
inner wall of the vessel and the upper inner edge in against the sample
holder, The higher the gas pressure the more the indium seal beomss
deformed and the tighter becomes the double edge sealing action.
Although care must be taken with the indium seal, pressures of 0.% GPa
are reached routinely and tre seal arrangement does not appear to be the
liniting consideration. |

Details of the anvil ares shown in ¥Figure 4 where the assenbly of
Figure 3 is inverted to the orientation ‘it assumes in the pressure
vessel. It is necessary to compromise the cylindrical symmetry of the
brass grounding cap in order to provide viewing ports for the optical
diagnostics. MThese ports are covered with thin sapphire shim windows
whose function is to protect the interior of the vessel fram splattering

sanple. The placement of the voltage probes on opposite sides of the
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Fig. 4  Drawing of the IEX Sample Holding Anvil Assembly *
This cutaway drawing shows the anvii assembly in the orientation it assumes within the pressure
vessel. Resistive heating current flows through the central electrode to the sample from whence
it returns 1o the anvil body thirough the brass groundiny cap. Both the current electrade an1d the .
voltage probe electrodes are insulated from and sealed to the anvil body witn epory bath+d
pyrophylite liners.
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sample reduces the inductive coupling of the voltage measuring circuit
with the resistive heating circuit.

Figure 5 is a drawing of the main cell assembly which is machined in
two parts, the inner of Maraging steel and the cuter of tool steel, which
are then pressed together. An aluminum jacket is bolted around the steel
to act as a shrapnel shield in case of catastrophic failure. The sets of
viewing ports are placed at 90° to one another and sealed with 20 cm
thick cone shaped sapphire windows encased in pyrophylite liners and
epoxied in place, permitting a clear line of sight aperture 1.4 cm in
diameter. This .window arrangement is the pressure limiting component of
the experiment. At pressures above 0.4 GPa the difference between the
hoop stress and the axial stress in the vessel distorts the viewing port
which either cleaves the window or breaks the window to vessel seal. The
vessel itself and its associated pressure system are capable of 1 GPa. a
considerable improvement over the system discussed in reference 12.

Electrically the sample is an element of the circuit shown
schematically in Figure 6. Ballast resistors Rl and R, are chosen to
dominate the characteristics of the circuit and together typically total
approximately 0.5 Q2. Current is initiated by firing spark gap 1 and can
iring Spark gap 2. The coll 1s a
precisely calibrated Pearson probe designed to measure sample current
inductively.

The cell is pressurized with either helium or argon, the former
having the advantage of a lower index of refraction and the latter being
much easier to contain. Experimental pressure is reached by compressing

an initial volume of gas successively with 1l:1 and then 10:1 hydraulic
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- Retaining nut

Maraging steel
inner body
Steel shirapnel
shield

- Aluminum jacket

— Tool steel
outer body

\]\— Qutput periscope
Anvil assembly
Sapphire window

Fig. 5 Drawing of the IEX Pressure Cell Assembly

Major componuenis of the 1EX pressure cell are the inner aleey

’ into the outer sleeve of tool steel. A jacket of aluminum is bolted about these with a further

Teead 3G

? while being retained by large steel nuts.

sleove of Muranir.g ctool which it nroceerd
. nig stee! which i nrocee
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steel shrapnel shield encasing the entire assembly. Two anvil bases are shown sealing the interior
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Spark gap 1

L |— Sample
=C == ) Spark gap 2 e
o —
Pearson
I Probe
IEX Resistive Heating Circuit

Energy stored in capacitor C drives a current through ballast resistors Ry and R, the
sample, and the toroidal loop which measures current inductively. The closing of
spark gap 1 initiates the current while closing spark gap 2 shunts current around the
sample.
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rams. Hydraulic pressure is provided by an air driven Haskell punp.
After a delay of two to three minutes to allow the compressed gas to
equilibrate with the room temperature environment the main capacitor bank
is charged. The fire sequence is controlled electronically using a pulse
generator and a delay chassis. A single pulse serially opens the
oscilloscope camera shutters, triggers the oscilloscopes and a high speed
image converter streak camera, initiates current through the sample by
firing spark gap 1 (Figure 6), crowbars that current by firing spark gap
2, and Q-switches a ruby laser which back lights the sample for a post

shot picture. The resulting data is described in the following section.

Diagnostics

As initially conceived the isobaric expansion experiment was to
provide the enthalpy, pressure, and density informaticon necessary to
generate an equation of state that was both analogous to and
complimentary to that produced by shock compression work. (22)
Tengerature could then be inferred by assuming that heat capacity
measured by more conventional techniques at relatively low temperatures
would be aprlicable to the high temperature regimes attainable with the
IEX. To this end the original pressure vessel was fitted with beryllium
windows through which a pulsed x-ray source made a radiograph of the

expanded sample once during an experimental run. (10)

This experimental
scheme proved inedequate for at l=zast two reasons. First, small errors
in the assuned heat capacity lead to prohibitively large errors in the
calculated temperatures when extrapolated over a broad range of

enthalpies. Secondly, in practice it proved very Gifficult tw make

consistent representative density measurements when limited to a single
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point per run. These considerations led to the current diagnostic
capability discussed in reference (12) and described in the following
paragraphs.

Pressure is monitored with a gauge precise to 0,5 MPa. The sample
occupies less than 0.1% of the pressurized volume so that even four-fold
volume expansions alter the pressure imperceptibly. Current through the
sanple is measured contir;uously through the inductive response of the
Pearson probe indicated in Figure 6. The potential at two points on the

sample is fed to a differential preamplifier for display on an

oscilloscope. Typical current and voltage traces are displayed in Figure

7, taken from a 0.4 GPa run made on lead. The overall shape of the
current trace is indicative of the slightly overdamped nature of the
heating circuit, and the points at which the bank is fired and
crow-barred are readily identifiable features. The early part of the
voltage record is characteristic of a significant inductive contribution
to the overall sanple impedance, a feature that must be corrected for in
determining the enthalpy of the materjal. Alsoc easily recognizable on
the voltage trace are the begimning and ending of melt, the long linear
liquid region, and the increased curvature of the trace as the sample
approaches the liquid vapor two phase region. Pressure, voltage, and
current measurements remain essentially as developed in ref. 10 and are
made on each experimental run.

In order to obain maximum sanple radiation for the pyrometric
measurement the temperature and density data are taken on separate runs
and then correlated through common enthalpies. For temperature data the
sample, magnified a factor of five, is imaged upon the end of a

randomized fibre optic bundle. A slit is placed just in front of the
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Fig. 7 Current and Voltage Oscilloscope Traces for Lead at 0.4 GPa
The upper trace, scaled at 8307 amps/cm, exhibits the overdamped nature of the
circuit of Fig. 6 witl a rapid rice following bankfire, a tong period of slow decay,
and an exponential decay after crowbar. The voltage trace, scaled at 200 volts/cm
begins with a sharply rising inductive signal which diminishes as the sample is
heated through the solid phase. Melt is identified by the short steep linear region
which is followed by a longer more slow!y increasing portion indicative of the
liquid phase whirh in turn bends sharnly upward as the liguid vapor two phase
region is approached. Time base for both traces is § us/cm.
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fibre optic bundle to select a 0.8 mm x 3 mm section of the sample for
viewing. The sample edges are occluded because radiation from the edges
has been observed to not strictly obey Lambert's law. The fibre bundle
is branched randomly among three pyrometers, each thus viewing the same
area of the sample. Radiation exits the trifurcated bundle through 100
nm width interference filters centered at three separate wavelengths
within the visible and near infrared region of the spectrum. The
response of the photodiodes is amplified logarithmically in each channel
and displayed as an oscilloscope trace. " The intensity within the window
of an individuval pyrometer typically varies by as much as four orders of
magnitude over a temperature range of 2000-8000 K. As will be discussed
in the following chapter the accuracy of the temperature determination
benefits from having low intensity low temperature data on the same trace
with the high temperature data. This requirement to have the comnlete
temperature range measureable in each channel dictated that the better
precision inherent in linear amplification be sacrificed in favor of the
greater range of a logarithmic response. The unusually broad temperature
range along with the electrically noisy environment created by the bank
circuit made necessary a special very stable amplifier which was designed

A bued
A

and built for the experiment prior to this work.

\ Ay

Terperature data
for lead at C.3 GPa recorded in the 650 nm channel is shown in Figure 8
along with the temperatures calculated from that data. Except for the
noise signal caused by bankfire and crembar the trace is relatively
featureless which indicates that the sample remained in a single phase
over the range of recorded tenmperatures.

Calibration of the temperature data is best served if the sample

undergoes a phase transition in the range of good detector sensitivity.
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Fig. 8 Pyrometer Response Voltage and Resulting SCT Temperature for Lead at 0.3 GPa
(a) Pyrometer response voltage recorded in the 650 nm channcl for lead at 0.3 GPa,
{1} and (2) are the noise signals from bankfire and crowbar, respectively. The scales
are log intensity (0.5 V/cm) vertical and 5 ps/cm horizontal. {b) Temperature vs time
plot for the shot shown in {a).
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A material satisfying this criterion is tantalum which melts at 3270 K
producing a melting plateau in the data trace where the temperature does
not increase during the time necessary to add the enthalpy of

fusion, (23)

Because the melting plateau provides such a convenient
means of associating measured intensity w‘ith known temperature much has
been done to extend the measurement capability below 2000-2500 K.
Specifically the optics between the cell and the detectors was changed to
redefine the exit aperture of the cell and present more sample radiation
to the detectors, With the improved sensitivity it has been possible to
discern melting plateaus for platinum ('I‘m = 2045 K), Nb (Tm = 2741 X),
and uranium (Tm = 1406 K). However, the lower temperature melting
points of uranium ard platinum have not proven useful for calibration
purposes because of the large uncertainty in the measured intensities at
such low temperatures. In addition the greater intensity associated with
the higher temperatures frequently saturates the photodiodes making the
high temperature readings unusabie. Cl<éarly, even with the logarithmic
amplifier it is not possible to accurately measure the entire temperature
range in a single experimental run.

Volume measurements are made with a high speed image c averter
streaking camera which produces a continuous record of the diameter of
the expanding sample. The sample is back lighted with a one watt argon
ion laser, the beam of which is sufficiently spread by diffraction to
uniformly illuminate the entire 14 mm diameter aperture of the viewing
port. This image is brought to a focus at the plane of a horizontal slit

with a magnification of approximately ten to fifteen. An image of the

slit is then relayed through a 10 nm width narrow band interference
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filter to a second intermediate focus with a slight gain in
magnification. The narrow band filter is centered at the laser frequency
(A = 5145a) for the purpose of excluding the thermal radiation emanating
from the sample. The streaking camera is focussed on this last image of
the slit producing a continuous record of the image covering a 50 mm
length of film in 100 us. The camera itself produces a demagnification
so that the final overall magnitication is about ten. Figure 9 is the
streak photograph from a 0.2 GPa lead run accompanied by the expansion
data reduced from that photo. Timing marks are generated every 1 or 2 us
by switching a continuous wave HeNe laser with a Pockels cell and
bringing the pulsed beam to a focus at the center of the slit image
before the camera. The Pockels cell is driven by a high voltage
oscillator whose frequency is measured with a high speed digital
counter. Thus the time scale is known precisely in the streak photograph
while the start of the sweep is determined relative to bank fire by
monitoring the camera grid voltage on an oscilloscope. The accuracy of
this technique will be discussed in the next chapter.

Whether a run is dedicated to enthalpy-volume or enthalpy-
temperature measurements the second optical viewing port is used to
obtain a late time photograph of the sample in order to confirm or deny
the sample's equilibrium status. Early in the firing sSequence a signal
to a capacitive discharge unit controlled capacitor bank shorts the bank
across flashlanps which optically pump an air cooled ruby rod. This
punping operation occurs on the time scale of hundreds of milliseconds in
contrast to the tens of microseconds necessary for the rest of the
experiment. The rod is placed in an optical resonator cavity with one

mirror obscured by two polarizing elements, one of them a Pockels cell
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Fig. 9 Expansion of Lead at 0.2 GPa

\ Streak photograph of diameter vs time and resulting analyzed relative volume vs 3
time data. (a) Streak photograph. Time marks in the center of the shadow of the
wire are spaced by 2.001 us. (b) Analyzed data.
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whose plane of polarization is at 90° to the other. From 5 to 10 us
after the main bahk voltage has been crowbarred (see Figure 6) a separate
high voltage pulse is impressed across the Pockels cell rotating its
plane of polarization allowing the fully pumped ruby rod to lase. This
precisely timed pulse of laser light (A = 6941A) is transmitted through a
beam expanding telescope, into and through the pressure c211, through
intermediate optics into a framing camera. As with the streak
photography it is necessary to discriminate against sample thermal
radiation by placing a narrow band filter between relay lenses (where the
imaging light is coaxial). 1In addition the intensity of the ruby light
is controlled by placing two black glass flats used as first surface
turning mirrors in the optical train and by further attenuating with
neutral density filters,

Two examples of the resulting picture are shown in Figure 10, the
first illustrating lead at 0.2 GPa expanded stably to 2.7 times normal
volume. The second picture is of lead under the same experimental
corditions as the sample in the first picture except for a pressure of
0.1 GPa. The lead at 0.1 GPa has been pushed beyod stable equilibrium

conditions, evidently reaching to and beyond the volume at the liquid-

which the sample exhibits this late time behavior are usually disregarded.

The major components of the experiment including the diagnostic
apparatus are most easily envisioned through the photographs of Figure . “d
11, Major oomponents in picture (1) are the cell itself, the main bank o

capacitors, the hut housing the Q-switched ruby laser, and the framing

camera for the ruby snapshot. Picture (2) displays the image of the
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Fig. 10 Liguid Lead Wire at 6.2 GPa and 0.1 GP4
Ruby Saser photographs of lead wires in dense aryon. {a) Stable exparsion 1o V/IVg =
2.61 3t 0.2 GPa. (b} Unstal;ie expansion with same enorgy deposition ay (a) but at
0.1 GPa.
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(1) Pictured in front frem left to
right are the pressure cel!, the
framing carnera used for the ruby
laser snapshot, and the argon ion
laser used to back light the strerk
photography. Behind are the four
modules of six capacitors each.

fibre ripticy bundte.

{4) Part of the wscillosenpes us
recording data.

{3) The main control panel showing
pressurization system controls on the
left and electronics controls on the
right.

Fig. 11 The Isobaric Expansion Experiment

Photographs of various compeonents
of the 1EX.
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sample being brougat to focus on the end of the trifurcating fibre

optic. Picture (3) shows the main experimental control panel o the

<7 O b R A

right and the pressurization panel on the left. The data recorc.i.y

S S )

|
l
)( oscilloscopes are in picture (4). To enhance reliability current,
!
j voltage, and pyrometer response voltages are measured redundantly. Data
I

reductici considerations are discussed in the following chapter.

Technical Concepts and Experimental Limitations

2he basic contention for the validity of the experimental

et e M P, S

measurements discussed in this work is that it is possible through
resistive heating to bring a metallic sample to an equilibrium state, and
to know the state parameters by measuring the pressure of the !
environment, the amourt of electrical energy added, and the thermal
radiation of the sample. In this section it will be established through '3
elementary physical arguments that such a claim is valid within certain .
constraints on the characteristics of the material, the size of the
sanple, and the duration of the experiment.

It can be shown that the electrical energy added per unit mass per

unit time is j2 8 P where j is the current density, Pa is the

clectrical resistivity, and p_ is the mass density. In this experiment

e p e and Py 2re all functions of time so the total energy added to ’
the sample per unit mass is the integral of the above expression. For
reasonz to be discussed it is best to deposit the energy with as low a
current density as possible which, in turn, puts bounds upon Pa In
practice satisfactory data has been taken on materials with initial
resistivies sz low as 0.05-0,07 ulm (AuCu) and as high as 13.75 uOm

{carvon) . The upper limit, although not firmly established, is governed
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by practical considerations of cell design. Should the sample resistance
grow very large it would dominate resistors Rl and R2 (see Figure 6)
placing a large part of the bank voltage across the sample. This voltage
appears between the current carrying lead shown in Figs. 3 and 4 and the
anvil body, a space of 0.35 mq filled with pyrophylite and epoxy. At
high sample resistivities the voltage frequently breaks this insulating
barrier shunting the current around the sample. Various materials Lave
been tried for this crucial seal, but better insulating arrangements have
proven to be less pressure tight, allowing the cell gas to diffuse out.

The lower limit of sample resistivity has not been established
experimentally. However, small resistivities make uniform energy
deposition more difficult by slowing the diffusion of the current density
to the center of the sample. In addition small resistivities make large
currents necessary o achiieve the large enthalpies required to
investigate the lower density liquid states, and these large currents
lead more readily to the growth of instabilities. The instability
gquestion will be considered first.

In a pinched plasma column slight departures from cylindrical

symmetry grow unstably. (24)

Such an instability is the
magnetohydrodynamic necking in the linear pinch whose characteristic
growth time is given by a/Va, where a is the wire radius and Va is

the Alfven velocity based on the magnetic field at the wire

(12) S : \ - 1
surface. \Y =17 and B = 1,1/27ma yielding an
2 [U.OP]l : 21 [ Pe (])./2
instability growth time of Tc = 3 [—-—-] - Ty for lead near melt

UO
with a current of 30 ka is about 5 ps. Experimental runs made on lead

demmstrated it to be stable as much as 60 s past melt which could mean

that the sample was very symmetrical and remained so during expansion.

e a2 SRR A

BRI TR P S e




S A G T T ST 4

- — 4

31
Nevertheless, t.e possibility of significant MHD instability on the time
scale of the experiment makes low current energy deposition preferable to
higher current heating.

More immediate resistivity considerations center upon the need to
achieve a uniform energy density throughout the sample. A perfectly
conducting wire, of course, would exclude all fields from its interior
carrying the current ir. an infinitesimally thin region near the surface.
In less perfect conductors this situation applies initially, but radially
inward diffusim of the current density eventually causes direct
resistive heating of the entire wire, For a time then; the energy
deposition is not uniform throughout the wire and it is necessary to
determine how long this mon-equilibrium condition persists.

In the absense of a uniform current density equilibrium could ordy be
reached through heat transport., Heat conduciion, should it prove
significant on the time scale of the experiment, could eventually lead to
a uniform tenperature in the sample. The Einstein diffusion relation T
= <x2>/2D provides a straightforward check on the thermal communication
length, or conversely minimum times necessagy o establish thermal

(25) <x2> is an average squared displacement which is

equilibrium.
chosen as the initial wire radius 0.5 mm, and D is the self diffusion
coefficient, K/Cppm. Cp, the constant pressure heat capacity, is
measured to be 3.61 R and p_ % 9.1x10% kgn/m® for liquid lead at

2500 K (see Chapter 4). K, the thermal conductivity is not measured but
can be deduced from the electrical conductivity through the
Wiedemann-Franz law, K = LoT.(Ze) L, the Lorenz number, is assuned to
be 2.6x1072 watt—ohms/ K® and 0 is measured to be 6.25x10° ohrms/m

yielding a value for K of 40.63 watts/m~ K. The self diffusion
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coefficient is then 3.1x107° mz/sec and a characteristic time for
heat transport between the outer edge and the center of the wire is 4 ms,
which is ane and half orders of magnitude too large for heat conducticn
ti. play a significant role in establishing equilibrium.

Clearly then, valiéd IEX equation of state measurements are dependent
upon the rapid establishment of a uniform current density.
Qualitatively, a positive change of resistivity with temperature would
tend to damp out slight temperature inhamogeneities by shunting more
current to the cooler less resistive areas. It will be shown
quantitatively that a positive temperature derivative plays a strong role
in achieving uniform current density by driving the diffusion of the
magnetic flux to the center of the wire. Of the materials studied to
this point only carbon has exhibited a negative resistivity derivative
(epe/a'r) and this cccurred at resicstivities high cnough to ensure that
the diffusion of the current density was essentially instantaneous.
Evidence of sample destruction caused by an accelerating shunting of the
current to a non uniformly hot region was observed only rarely.

The diffusion of the current density can ke calculated through
application of Maxwell's equations in conjunction with Ohm's law. (23)
If the displacement current is assumed negligible compared with the cur-
rent density and the magnetic permeability is oconstant in space and time
VxB = 1103 and pr(j = -dB/ot, where Pa is again the resistivity.
Combination of these two expressions implies Vxpre3 = -l 9/3t 3.
If the current density is only in the axial direccion and is not a
function of the long dimension of the sample the cylindrical symmetry

allows the expression to be reduced to:

et o o
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1 2 3 =
E;r- 3 [r'.;)? (DeJ)] =

1
3 2-1 |
= (2-1)

[0

where J is now the magnicude of the current density in the axial

direction. For a spatially independent resistivity the usual separation

of variables, J{x,t) = j(c) eth, yields: ‘

U IOV PO

J .1 0 _ 35 2-2 i
ot x G2V 0 (2-2) |
{
!

wtere ¢ = lugwu 1% is just the classical skin depth in SI
units. Using the initicl lead resistivity of 0.206x10"6 Q- and i
assuming the dominant Fourier component of the current pulse to have a ,
period of 10 us, the classical skin depth has a value of about 0.5 mm., c

For gold-copper the initial resistivity is 0.073x107° G-m ané skin i
depth ig about 0.3 mn. Both numbers are on the order of the sample
radius which, of course, is a primary oonsideration in choosing the
sample size.

Because Do is a fuxtion of the temperature and the temperature is
at least a function of position it is necessary to numerically integrate
Eg. (2-1) to calculate current density and thus the energy deposited as a
function of wire radius. The ratio of the energy density on the surface

to thut at the center is plotted for both lead and gold-copper in Figure

e w4 e e e

12, 1In each case the energy distribution is found to be essentially
uniform before the pyrometry begins to respond and before there is
significant expansion of the sanple.

Though ik appears feasible to add energy uniformly to the sample ; 3

through resistive heating, other points bear consideration before the
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Skin Effect Calculation in Lead and Gold-Copper

Results of current density diffusion calculation showing the ratio of the energy
deposited at the center of the wire as a function of time. Energy deposition is
shown to be uniform across the wire by the time the pyrometers begin to respond.
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sanple can be assuned to be in equilibrium. It has already been argued
that the sample boundary experiences a constant pressure independent of
its state of expansion. In order for this expansion to occur, however,
the pressure interior to the sample must exceed the gas pressure by some
finite amount. To maintain equilibrium the boundary condition must be
communicated to the interior on a time scale short relative to the time
necessary for a significant volume expansion. The vehicle of
comnunication is a pressure relief wave which travels from the surface
inward at the bulk sound speed, and a representative time is the time
necessary for this relief wave to reach the center of the sample. The
sound spead is inversely proportional to the square root of the density

1/2. lead, being the most

times the compressibility, Us =[l/DmKS]
compressible of the materials of this study, should give a worst case
number. Soft sphere calculations based on the data in Chapter 4 and
measured sound speeds near melt at 0,1 MPa slow US to vary from a high

of 1.8 mm/us at T = 600 K to 1.1 mm/us near T = 4000 K. Direct
thermodynamic calculations using the data of Chapter 4 show Ug to be
very close to 1L mm/uUs over a temperature range from 3000 K to 6000 K.
This latter figure yields a relief wave transit time of 0.5 us, certainly
short empugh to make the assumption of a uniform pressurc valid,

The contention that the change in enthalpy of the sample is directly
the electrical energy added ig true only if heat losses are negligible
during the time of the experiment. Barly concern over possible index of
refraction changes due to sample caused heating of the inert gas led to
the choice of x-ray radiographs rather than optical techniques for the
(10)

density mesurement. Gubsequently it was shown that for times of

160 us or less the characteristic diffusion length in dense argon is

v ot ot Y a5 i i

e A AGRRR <ed eer »  R |

S A i P S A A ik a8 0

M O



36

about ';br.lo"3 mm. (12) This calculation derives from the Einstein self

3

diffusion relation previously used with K = 70x10"° watts/m-K and

pm(_‘,p ~ 106 j/m3 K. On the time scales of interest there is

negligible thermal conduction beyond the surface of the sample and

consequantly very little optical aberration.

A dual arxd somewhat antagonistic requirement is placed on the
radiative energy transfer from the sample. Thermal radiation has to be
strong enough to be reliably recorded by the pyrometers yet not
significanc when compared to the electrical energy being added. Typical
electrical energies added are from 0.7 to 2.0 MI/kgm over a time span of
30 to 50 us. The rate of thermal energy emission is given by the
Stefan-Boltzmann expression for a gray body, dE/dt = EUTA. Estimates
of the emissivity of lead (see Chapter 4) over a temperature range of
2000-6000 K are 0.20-0.25 with some wavelength dependence. Reasoning

that the most energy is emitted at the highest temperature for which the
3

i S
ey ‘d’

density is low a temperature of 4500 K for a density of 5.7x10
kgm/m3 aver a time of 30 ys will give an energy loss representative of
a typical experiment on lead. Under these assumptions total radiated
energy is 8.65x10'5 MI/kgm and is far less than the error associated

... L st - - e s o im e am e . e o~ b d 1 3
with the entnaipy measurement. A worst case calculaticon might involve a

mtae

i material heated to 10,000 K over a time sgpan of 60 ys, with a

I hypothetical density half that of the expanded lead, and an emissivity of
approximately 0.5. Even with the unrealistic assumption that the sample
remain at peak temperature for 60 15 total radiated energy would be only

1.71x1073 MJ/kgm, again within the accuracy of the enthalpy

measurement, It is evident, therefore, that samples whose diameter is on
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the order of 1 mm lose only insignificant energy radiatively for total
exper imental times of 100 uys or less and temperatures less than 10,000 K.

Irregularities in the surface of the sample could give rise to the
growth of hydrodynamic instabilities driven by the surface tension of the

liquid. 1If the surface deformation is small these instabilities

propagate at a velocity given by V = ‘f?.Try/pmA]l/ 2 where Y is the surface

tension, P is the liquid density, and X is the scale size of the

(27)

instability. A calculation of this velocity in liquid lead will

demonstrate the significance of the effect. Care in the preparation and

handling of the lead samples conservatively limits the size of surface

H irreqularities to 10 ym or less. For calculational purposes consider the

model deformation to be a dome (or pit) whose radius is 5 ym. A

characteristic time for the growth of the instability might be the time !

necessary for the deformation to move half the length of the sample or

about 10 mm, The surface tension of lead at 1000 K is approximately 0.4

nt/m and the density is 104 kgm/m3. (28)

oy

The propiagation velocity

TR N G, R G W R e 2 n R

is then 7 m/sec and the instability growth time is about 1500 ps, a time

loniger than other time constraints.

A final consideration in defining the parameter range accessible to a

Eoaad - 2

; successful experiment is perhaps the most obvious, the influence of 1

gravity. Throughout much of the duration of an experimental run the

© oy

£ sample is & free standing liguid colum whose motion is impeded only by

viscuous forces. An estimate of the effect of gravity can be made by

v emaega

computing the displacement due to gravitational acceleration in the space H

of 100 us, negiecting viscuous retarding forces. This purposely
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pessimistic estimate is about 5 um which is on the order of 0.1% of the

length of the s.mple and is insignificant to the experiment.

it has been established that it is indeed possible to resistively

heat a saple to a succession of equilibrium states if the heating time

o craate® . adeid

is langer than about 5-10 us, the time necessary for flux diffusion to

equilibrate the energy density. and if large changes in state do not

occur in less than 0.5 us, the time rejuired for the acoustical
equilibration of the pressure. Heat transport processes do not become
significant to the state of the sample as a whole for times less than

100 ps. The upper limit on experimental times and temperatures less than
10,000 K are imposed by the growth rate of magnetohydrodynamic
instabilities, modeled as the Alven wave velocity, which leads to an

instability growth time of 5-10 us. This time constraint, r/’\/'al =

i e tited,

. 12, . .
'me/uo.' /2 2/, is about an order of magnitude shorter than times :
routinely reached with no evidence of instability. The conclusion is

that experimental times are constrained to be less than 70-100 us by the

possible growth of MHD instabilities which arez not initiated until well

after bankfire. The disparity between the calculated and actual time

St BT L M

limits is added evidence that the sample expands uniformly, maintaining a

snooth symmetrical surface until late time.

The maximum enthalpy of the state that can be reached with the

ORI ORI R S

experiment is the time integral of the deposition rate, AHmax =
t

m j2 pe/pm dt. If the time dependence of all parameters involved '1
O :

is ignored AHmax can be estimated as:

o) 2p 10
2 & ¢=5 — 1 (2-3) .
m [uopm] ’u
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where 10 is the adjustment factor contributed by experimental evidence.
It should be noted that neither the characteristic instability time nor
the maximum attainable enthalpy is a function of sample dimension. The
sample diameter is limited to less than 1 to 2 mm by the times required
to diffuse the field and equilibrate the pressure. Minimu sample
diameter is limited by the difficulty in handling thin wires and, in the
extreme, by radiative heat losses.

The validity of the temperature measurement requires special
examination because it depends not upon the bulk properties of the sample
but on the conditions at the surface. Fields associated with the thermal
radiation are representative of the material only within a skin depth of
the surface. To illustrate the considerations important to the pyrometry
consider a rectangular cell of 6000 X liquid lead of unit area and one
skin depth deep. At 6000 K the blackbaody peak is at a wavelength ot
approximately 5000A, and the characteristic skin depth for this radiation

is given by ¢ = [uooooe]—l/2

5

= 384A, where a measured conductivity
of 1.43x10° mhom © has been used. The pertinent issue is whether the
thermophysical conditions prevailing in this element of material at the
surface are those of the sample as a whole, or have been significantly
altered because of surface energy losses. A crude estimate can be made
by assuming that because of the short times involved conduction is not
important and that energy may only be added to the cell through direct
electrical heating and is lost by radiation. Using a measured density of
5.68 kgm/m3 and a measurad enthalpy addition rate of t‘l.”ixlO4
Mj/kgm-sec the rate at which energy is being added to the cell is

l.33x1.u3 J/sec. The energy loss rate, using an estimated emissivity of

' 0.25, is found to be 1.84x10° J/sec. 1In the absence of conduction the
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surface element loses energy at a rate faster than it is gained and the
temperature is ot indicative of the amount of electrical energy that has
been added. The error in the temperature can be calculated by comparing
the total electrical energy added to the slab to the total energy
radiated during the course of the experiment. The total energy added is
3.83x1072 joules and the radiated eneray is calculated using a measured
temperature—-time relationship to be 7.94:(10_3 joules. For the spectral
window of the pyrometer used in measuring the temperature the radiated
energy varies as approximately T°. Therefore the error in temperature
for the calculated error in energy is given by AT/T = 1/4 AE/E = 5%.
While this does mot appear to be a serious error the implication that the
surface layer cannot be heated abcve a temperature somewhat less than
6000 K because of radiative losses is wrong, and is a direct result of
the simplifying assumption that all radiated energy is drawn from within
one skin depth of the surface.

The fact that blackbody spectra characteristic of temperatures much
greater than 6000 K have been observed indicates that the radiative
losses of the surface are being resupplied by the conduction of energy
from the interior of the sample. In order to make an estimate of the
potential heat conduction rate consider the temperature deficit calcu-
lated in the last paragraph to appear across the skin depth. In this
case the heat conduction rate into the cell is q; = K; A dT/del
and the thermal conductivity can again be calculated from the Wiedemann-
Franz law, Kl = [OT = 22 watts/m- K. The rate into the surface slab is
then l.72x107 joules/sec. Similarly the conduction rate out of the
slab into the gas can be calculated from d, = K, A dT/dx]2 where

3

K, is the 70%x10° ° watts/m- K used previously and the gradient is
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estimated as a linear charige from 5700 X to 300 K cver the thermal
diffusion length in 33 ps (time necessary to reach an indicated 6000 K).
With these assumptions q, = l.76x104 joules/ sec. The energy balance
in the surface slab is controlled by the heat conducted from the sample
interior which raises the temperature of the surface element reducing
dT/dx]l until equilibrium is achieved.

It is possible with the approximate discussion of the above
paragraphs to argque that the temperature at the surface of the lead
sample is within 1% of the bulk temperature of the sample at 6000 K,
However, without a dynamic beat transfer calculation on the entire wire,
it is not possible to know exactly the deviation of the surface
cemperature from that of the interior nor to predict the temperature past
which the surface element cannot be heated. Complicating the calculation
is the fact that the thermal conductivities involved are a function of
temperature. It should also be noted that the skin depth and thus the
width of the surface element from which energy is radiated is a function
of wavelength, and that the significant spectral content of the blackbody
radiaticn varies strongly as a function of temperature. A valid
calculation would necessarily include specific knowledge of the surface
roughness. Skin depths are on the order of 500A while late time streak
photography indicates surface irregularities as large as 10 um., Finally
it is unclear whether linear heat transport analysics is applicable to
cases involving the steep temperature gradients inherent in the short
time scales of this experiment. 1In the absence of such a detailed heat
transfer calculation the inherent inaccuracy of the measure temperatures

cannot be reduced below 1% for the data reported in Chapter 1.




3. DATA ANALYSIS AnND AOCURACY
As described in the previcus chapter each experimental run produces

a wealth of data for the wmost part in the form of photearaphed

o
o
ki s e 2 o a5 i 2

oscilloscope traces. Those parameters recorded as a function of time

are the corrent through the sanple, the voltage drep across a measured

G ain s

portion of the sample, the voltage response of the photodiodes, and the

image of a sample diameter. & common time reference point is
established on the many independently recorded data by the electrical
noise spike recorded when the spark gap is fired closing the circuit to

the main capacitor bank.

Each analog trace is digitized with respect to
that reference point by reading the £ilm on a Grant Model 2000 film
reader controlled by a Digital Equipment Corporation PDP8/e computer.
The x-y stage of the film reader enables a particular point on the film

to be located to the nearest micron. A film is "read" by locating a

succession of arbitrarily spaced points on the trace, and, at each

location, pressing a foot pedal which causes the x and y positions of

! that point to be punched on a computer card. A typical trace is
|

adequately represented by 50-100 points, which fcrm a table of raw data

as a function of time.

This chapter is a discussion of the calculations necessary t

e

transform these digitized data tables into accurate thermophysical
properties, Most of the calculations described were performed on the

computer using a code originally developed by Henry(lo) but

]
%
extensively modified by Gathers, (23) and a series of codes developed %

on the current project, The primary properties emerging fram these

analyses are the enthalpy, density, temperature, and resistivity.

Invoking the equilibrium arguments advanced in the last chapter pressure
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is read directly from a gas pressure gauge and requires no analysis.
The enthalpy determination has received much prior attention(lo'll)
and will be addressed only briefly. Density and resistivity are
straightforward once the credibility of the measurements has been
established. However, the determination of a true temperature based

upon multi-channel intensity data is involved and will be discussed in

detail. Estimates of the measurement precision and the overall accuracy

will be made.

Enthalgz

Determination of the enthalpy remains essentially as described by

Henry, et al,(ll) and is calculated from the experimental current and

voltage according to the following expression:

tp
AH = H(T) - H(298) = f I(t)Vr(t)dt

0

(3-1)

where Vr refers to the voltag=r drop due to the passive impedance of
that part of the sample between the voltage probes. The enthalpy
calculated is thus the amount of electrical energy added to the mass of
the interprobe sample, and that mass is known from an Archemedian
measurement. of the initial density plus a comparator measurement of the
initial diameter and probe separation.

Current is determined from the voltage response of the Pearson probe
which is calibrated against an N.B.S. standard to be accurate to within
0.1% over a frequency range of 12-100 kHz. For each of the experimental
runs the oscillouscope horizontal and vertical amplifiers are calibrgted

with a precisely adjusted cignal generator in conjunction with a time
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mark generator. Calibration signals for each scope are read on the
Grant film reader and are used to convert film distances to voltages.
The primary source of error in this procedure derives from scope
non-linearity (averaged out in the calibration procedure) and
imprecision in finding the center of scope traces and timing marks.
Errors in probe calibration are systematic while reading errors are
random and are greatly reduced by the redundancy of calibration and data
measurements.

In order to correlate I(t) and Vr(t), which are read at arbitrary
times with the film reader, it is necessary to reconstruct continuous
functions from the tables of digitized data. This is done with
overlapping piecewise continuous quadratic fits, i.e. gquadratic fits are

made for successive sets of three data points with the first points in

adjacent sets displaced by one point from each cother. The £

~ - e ,mde -
o 10C LIFSC |

oiiit
in the second set is the second point in the first set, etc. This means
that each region of the time axis except for the ends is covered by two
guadratic fits and a parameter value is taken as the average of the two
values calculated with the two guadratic functions overlapping in a
given time region. This interpolation scheme has the effect of reducing
random exror but also destroys sume of the features of the trace.

The interprobe voltage includes both inductive and resistive

contributions and may be expressed as:

Vo (8) = T R(E) +1,,(t) [AL () /L] +1(t) [dL,(t) /dt] (3-2)

e
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where the first term is VR(t) required in BEg. (3-1). Lp(t), the

total inductance, includes the self inductance of the sample L(t), and
the inductance due to the interaction of sample current generated fields
with the voltage measuring circuit. The latter quantity, labelled here
M(t), is reduced by placing the voltage probes on opposite sides of the
sample but is apparently still a sensitive function of the exact
positions of various electrical elements in the circuit and varies from

shot to shot. L(t) is calculated using the foliowing expression for a

coaxial line: (30)
H a - Hafo
SR R P SR BV A T B )
2% dl »/'4‘1? }12 \ \dl 32} .

(grourd cap) oonductors, respectively. M, and Uz are o
equal and equal to the permittivity of free space while py is the
measured resistivity of the sanmple., V is a frequency chavacteristic of
the current pulse through the sample. 1.(t) is a function of time
through time variation of 3 the sample radius, and Dl the

resistivity.

In practice for those runs in which ay ig measured the self
inductance is calculated, and M(t) is then chosen to be an additional
constant value that might be necessary to eliminate cbwicus inductive
spikes in the voltage record. For those runs in which a volume
measurement is not made L (£) is chosen as that constant inductance

which best eliminates inductive spikes in the voltage record. Of course

this eliminates the third term in Ey. (3-2) from the calculation. 1In
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either case VR(t) is that measured voltage remaining after the
inductive correction is subtracted.

At early times the inductive component of the measured voltage is
large compared with the resistive part, and any uncertainty in making
the inductive correction is translated into a significant error in the
computed enthalpy. At later times the uncertainty in the inductive
contribution shrinks markedly in significance because the resistive
voltage dominates completely for large slowly varying currents and high
resistivities. Therefore, the overall uncertainty in the calculated
enthalpy may be as much as 15% from 1-5 pysec into the experiment but
falls to 2% for the experiment as a whole. The possibility of large
early time enthalpy uncertainties has a noticeable effect only on the

temperature calibration procedure to be discussed in a later section.

Volume (Density) Measurement

The volume measurement discussed in Chapter 2 and illustrated in
Figure 9 rests on the assumption that the expansion of the sample is in
the radial direction only, and thus any change in volume may be known by
monitocing the sample diameter. The procedure for establishing the time
dependence of the sample diameter involves measuring pre-shot and data
streak photographs, and an additional photograph monitoring the gating
voltage in the image converter camera. This last photograph shows the
time relationship between bank fire which is evidenced by a rnoise gpike,
and the point at which the streak photograph beginsg., The pre-shot
streak photograph calibrates the faithfulness of the camera in
reproducing a constant diameter image as a function of time. The size

of the photographed image may vary by as much as 2% for a 100 ps record.
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In analyzing each streak photograph the positions of both edges of
the image are reduced to sets of x-y coordinates as was done with the
current and voltage traces. These edge locations are measured with
respect to the film position at which the streak record begins, The
exact position of the streak record beginning is somewhat indistinct and
tnerefore uncertain to 500 ym or less, introducing as mach as a 1 us
error into the time base. Readings of the image edges are made at
arbitrary positiais with respect to the common base point. Cubic splines
are used to form continuous functions of edge position versus distance
from camera start. The image diameter can then be calculated by
subtracting the positions of the left and right edges for common film
distances from the base point. Because sample heating does not begin
until after camera start the early part of the record gives the initial
diameter of the sample, and the relative volume can be calculated as the
squared ratio of the diameter to the initial diameter.

The time scale is established in two steps. First, the time between
the camera start base point and bankfire is found and then the time
versus distance relationship for the streak photograph is computed. The
latter operation is done by me=asuring the positions of the time marks on
the photograph and again using cuoic splines to form a conktinuoug
function of time versus distance. Since the volume ratio has been
computed as a function of film distance the time versus distance spline
fit can be used tc find volume ratio as a function of time from camera
start. These calculations are carried out for both the pre-shot streak
record and the data record producing V/Vo(t)l o ad 'V/Vo(t)ID.

The actual sample volume ratio calculated as a function of time and

corrected for camera mon-linearities in two directions is:
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VNGO | e = WO Ig] / VA (0] g) (3-4)

Error in the measured volume ratio deriver, from uncertainties in
locating tie two edges of the photographed shadow and uncertainties in
determiring an accuratz time scale. Timing errors can be further divided
into a gystematic part caused by an incorrectly determined streak start
time, and a2 rancom part caused by errors in reading the positions of the
timing marks. The possible stairt time error has already been identified
as corresponding to a tilm distance of less than 500 pm while the timing
mark position is accurate to within 50 uin. For a typical photograph 1 im
of film correspongs to 2 us, meaning the confidence incerval for the time
axis is + 1 us. The absolute nature of this error makes it significant
for the initial stages of a run but of diminishing importance at later
times.

At least three factors contribute to problems in locating the shadow
edge exactly. These are diffraction effects, instrument resolution
limits, and irregularities in the surface of the sample itself.
Relatively elementary considerations indicate the last of these is the
limiting factor in volume accuracy.

The sample is a thin wire bathed in monochromatic essentially
collimated light whose shadow is brought to focus on the photocathode of
the streaking camera. Because the diameter of the wire is large compared
to the wavelength of the illuminating radiation the diffraction at each
edge can be considered independently of the other. Consider a straight
edge a distarce a from a light source whose shadow falls on a plane a

distance b from the edge. The first diffraction intensity maximum falls
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at a distance from the edge of the geometrical shadow given by x
(g-(—alﬂ )\)1/ 2. (31) Were no optical elements present between the
source anxl the sample and between the sample and the viewing plane a and
b wuld be comparable and on the order of 3 or 4 meters each. In this

case with A = 0.5145x10~6

m the first intensity maximum would be
displaced from the edge of the geometrical shadow by 2 mm making the
precise Jecation of the edge impossible. 1In practice diffraction is
taken care of empirically by the introduction of lenses and mirrors
between tie sample and the image plane sufficient to cancel any
diffraction effects. The intervening optical elements have the effect of
redun;ing b so that a is large by comparison and x % (b)) V2 e
optical slements are positioned so that a desirable magnification is
achieved and observed diffraction patterns are completely eliminated.
Instrument resolution is another possible source of uncertainty in
determining the exact position of the sample edge as a function of time,
In taking the streak data the shadow of the sample is brought into sharp
focus at the plane of the slit with a magnification of approximately 10.
The slit width is adjusted to 0.5 mm and the image of the slit with the
shadow of the sample is relayed to the focal plane of the camera with
essentially no further change in magnification. During a typical
exper imental run the slit image is swept across the film plane at 0.5
mm/u s. As a worst case example a lead sample may go through a factor of
four change of volume in 40 us causing the each edge of the shadow image
to advance 5 mm in 40 us (0.125 mm/us). Each point on the film outside
the geometric shadow receives 1 us of illumination during which time the

vradius of the shadow grows by 0.125 mm. Assume the intensity of the

backlightirg, the response of the photocathode, and the sensitivity of

e i ———— = w o
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the film are such that a point on the film requires 0.5 us of exposure to

%
%’
!

becane fully saturated. In this case each point on the image edge will
f define a radius greater than it should be by 0.063 nm and the deduced
radius of the sample will be in error by 0.0063 mm which is a percentage
error ranging between 1.2% and 0.6%. The time reguirement for film
saturation is actually somewhat less than 0.5 us so the 0.6% to 1.2%
error is perhaps conservative,

A further consideration in determining the edge of the shadow image
is possible optical distortion that might be caused by the growth of a
diffusional boundary layer. Again using the Einstein diffusion
relationship and the high pressure argon transport coefficients given in
Chapter 2 with an experimental time of 50 us the diffusion length is
2.4x1073 mm. Depending an the index of refraction of the boundary
layer this should alsc make the radius of the sample appear larger than
its actual size.

A finmal phenomenon having a potentially deleterious effect on the
accuracy of the radius measurement is the roughness of the surface of the
sample., The initial sample diameter is measured to be uniform within

less than 1% which is equivalent to an absolute non-uniformity in the

of 5x107° mm. Tt is not unreasonahle to azcume that t}

L. Y Pt 193 o~ Ty

radiug
expansion may amplify these surface irreqularities by a factor of 2

f although large flaws should result very quickly in prohibitive MHD

| instabilities. A conservative estimate of the contribution of surface
rowhness to radius uncertainty is then lelO-3 m, and this is
corroborated by observation.

The various phenomenological contributors to the uncertainty in

locating a single edge may be combined with random measurement
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inconsistancies in a way less severe than additive to give a percentage
error in the radius. The volume ratio is a function of r and L, as

follows:

; v r2
f(r,rO) = Tfé = -;2:— (3-5)
0

(3-6)

Although most of the radius errors discussed are either absolute or
grow not as a constant percentage they are converted to percentage errors
here by choosing an average value for the radius, The film measurement
uncertainty is cdhosen as 5x10 ~ mm. The initial radius can be measured
over a long period of time and therefore is susceptible only to a

5x10™3 3

mm surface roughness factor and a 2x10°~ mm film measurement
error. Aro/r0 is thei 1% and _ng is 1.7%. The total uncertainty
in the volume ratio for an individual run is 5%. The excellent agreement

of redundant data reduces this uncertainty to the neighborhood of 2%,

Temperature Analysis Technique

The technique for deducing the temperature of the sample is unique to
this work and will be discussed in four major parts. This section will
begin with a treatment of the theory necessary to radiation pyrometry and
close with an outline of the calculational procedures used to implement

that theory. An estimate of the uncertainties in the computed
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temperatures will be made in Appendix A and details of the comruter
calculation are presented in Appendix B.

The basic assumption of the temperature determining technique is that
the hot metal sample radiates with the characteristic blackbody spectrum
modified by a wavelength and temperature dependent emissivity. In the
exper iment the emissions in three separate regions of this spectrum are
centinuously monitored with the pyrometers described in Chapter 2. The
true sample temperature may be determined independently from each channel
of pyrometric data and from the two possible unique ratios of these
single channel data. To facilitate this discussion the true sample
temperature deduced from the measured emission of a single channel is
designated the SCT temperature, and the true sample temperature derived
from the ratio of the measured intensities of two separate channels is
labelled the ICT temperature.

The SCT temperature may be defined as that value of T which satisfies
the Following equality:(32)

Ay

C
1
Ii(T) = Gif E(K,T)Di(A)Bi()\) —-‘—m—*— dx (3=7)
M Yle 2 1)

1
where i designates pyrometric channel,

Gi = geometrical calibration factor

Di = measured detector response function
Bi = fractional transmission of the filter
¢, = 3.74126x20% vatts ul/cm?

C2 = 14388 U K

e(A,T) = sample emissivity.
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The interference filter determines the limits of integration Ay, and
)‘2' Although in general €(A,T) is unknown its wavelength dependence is
believed to be weak enough that it may be assumed constant over the
nacrow spectral range defined by a given filter. Designating the central

wavelength of channel i as )‘i Eq. (3-7) may be expressed as:

Ii(t) = GiE ()\i,T)Fi(T) (3-8)
where
A ¢,
Fi(T) =f)\ Di()n)Bi(M —5‘—6:273&‘“ di (3-9)
1 AT (e ~1]

In practice Fi(T) is evaluated numerically for a set of discrete

temperatures and then made a continuous function through the use of cubi:

In order to solve EJ. (3-8) for the SCT temperature it is necessary
to evaluate Gi and e(ki,'r) . Two general methods of finding the
calibration factors, Gi’ have been employed in this work, " The first
involves identifying some characteristic feature of the pyrometer trace
to which a known temperature can be attached. For metals which nmelt
above 2000 K the characteristic feature is the pyrometric response to the
melting transition. At melt the temperature remains constant for the
time required to add the enthalpy of fusion resulting in a relatively
flat portion of the pyrometric trace. Within measurement error the
meltirg temperature is independent of pressure so low pressure melting

data may be used to obtain a melting temperature. Gi can then be

evaluated as follows:
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I.(T)|

1'"¢c’ 'measured
G, = (3-10)
i e(xi,TCSFiiTc)

where TC is the known calibration temperature and Ij_(Tc) is the
exper imentally determined intensity (at the melting plateau in this case).

A second calibration technique is necessary for those materials which
do not undergo a significant phase transition within the temperature
range in which the pyrometers have sufficiently sensitive response. For
example lead melts at 600 K, a temperature at which the emitted radiation
1s below the threshold of detector response, and there is no recognizable
feature of the pyrometer trace with which a known temperature can be
associated. 1In these cases published low tenperature-enthalpy data are
extrapolated to the higher tempeératures necessary for detector response.
A constant Cp_. in many cases estimoted, is used for this extrapolaticn,
the purpose being to associate an enthalpy with a known temperature, The
enthalpy thus deduced will have been reached at a specific time in the
experiment and the intensity measured at that time can be linked to the
correspnding temperature. Egq. (3-10) is again used with these
parameters to find Gi'

in cuncert with the work of Lincoln, et &), a linear tewperature

dependence is chosen for the emisgivity. (16)

&:(Ai.T) = E(Ai,Tc) [lw‘ai ('I'—TC)] {3-11)
Substitution of Egs. (3~11) and (3-10) into (3-8) produces an expressici.

for the SCT temperature of each channel in which the only remaining

unknown parameter is a.
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1.(T)
=.1 ¢ ' ; 3-12
Ii('I‘) = FT Tc) [l+ai(’1U1‘C) 1P, (T) ( )

A suitable choice of a; produces an equality which can be solved for
the unknown SCT temperature, T.

The TCT temperature may be defined as that value of T which makes the
measured intensity of any two channels at a given point in time satisfy

the following equality:

(TC) [l+ai (t-T,) ]Fi (T) (3-13)
)F, (T_) [l+aj (T-T_) ]Fj (T) ’

. |-
0
=

where the unknown parameters are a; and aj, and all indicated

intensities are, again, measured quantities.

With the three channels of pyrometry data there are for any given

time three independent SCT temperatures derivable from Bg. (3-12) and two a ;
independent TCT temperatures derivable from Eq. (3-13). The choice of '
the adiustable parameters for each channel is made on the basis of
forcing agreement among the five independently but redundantly chosen
temperatures across the full range of temperatures reachad during an
exper imental run, Employing this criterion it is possible to determine
the aljustable parameter for each chanel and the true temperature of the

sample &s a fur:tion of time. (16)

Figure 13 illustrates the full range
agreement exper imentally attainable among the various SCI and TCT
temperatures. Graphed results are lead temperatures recorded in 100 nm

width channels centered at 450, 600 and 650 nm. In addition to the SCT

temperatures for these three channels the TCT temperature derived from
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Fig. 13 SCT and TCT Temperatures for Lead at 0.3 GPa
SCT temperatures deduced from pyrometric data recorded at 450, 600, and 650 nm,
and TCT temmperatures from the ratio of the 600 to 650 nm data are plotted as a
function of experimental time in s, Error bars shown are calculated from the analyses
of Appendix A and demonstrate good confidence in the SCT temperatures but large
uncertainty in the TCT temperatures.

T e At e

i S 210 s

-~ - o — -

e e e e AR L L L o 7 e e i e e e i s, MR

a1, -’

Y

E— - e

-3

MWWAMJ A A bl il i 13 o Akl AN\ it A S Ml T, i - Vi bbb il o L M&.{m



1A TN o B AN

R Vo oh T

L L RN

S T

[

57
the ratio of the 600 nwm to the 630 nm intensities is shown. Because of
e¥per imantal uncertainties discussed in Appendix A the ultimate agreement
amng the independently deduced temperatures is frequently less than
perfect.. The extremely large uncertzinties in the TCT temperature are
the result of the fazt :that the ratic ¢f the blackbody functions in Eq.
(3-18) varies less than one order of wagnitizde for a 5000 K variation in
tenmperature. On the other hand, the blackbody function for an individual
channel may vary seven orders of magnitude over the same tenperature
rwige making the SCT temperature a much more exactly determined quantity.

Although it is quite possible to cbtain very useful temperature data
using this technique the emissivities themselves remain specified only in
terms of an unknown guantity, L—(}\i,'l‘c) {see BEg. 3-1)). As will be
diczcussed in Chapter & e(Ai,Tc) must be obtained independently, and

emissivity measurements at temperatures in the range of Tc are almost

Several experimental and computational steps separate the pyrometer
voltage response trace pictured in the upper portion of Figure 8 fram the
temparature curve in the lower part of the same figure. The temperatures
are derived from application of Egs. (3-12) and (3-13), which in turn
involve the experimental intensities. A primary concecrn then is
translating the oscilloscope trace in volts to measured intensities. The
method of finding intensities and subseguoently using them to £ind
temperatures will be addressed next. Details necessary to actually
implement the technique are discussed in Appendix B.

The usual calibration is done for each oscilloscope for each

exper imental run to convert the x and y deflections to time and voltage,
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respectively. Response of the diode-amplifier-oscilloscope combination
is then converted from volts to a relative intensity as follows. The
output of a 1.5 watt argon-ion laser is focussed to an appropriate spot
size on the integrat&'i end of the trifurcated fiber optic bundle (see
Figqure 1). Because the amplifiers are ac coupled they respond only to a
transient signal. For this reason the CW laser beam is shuttered with a
Uniblitz shutter set to remain open approximately 8 ms. A pulse
generator is used to trigger both the shutter and the oscilloscope sweeps
with the trigyering signal to the oscilloscopes delayed 4 ms with respect
to the shutter open signal. The oscilloscopes thus sweep a 50-100 us
segment of time some 4 ms after the shutter begins to open and well
before it begins to close. During this time the shutter is completely
open and not bouncing around, and the diodes are exposed to the full
intensity of the laser. WNo intcrference filters ace interposed between
the laser and the diodes so each of the tltree diodes sees the same laser
signal which is labelled IO' Laser power and the spot size incident on
the shutter opening are adjusted so that I is greater than or equal to
the maximum signal recorded during a data run. Once these adjustments
are made I0 is assumed to remaia constant during the remainder of the
calibration procedure.

The oscilloscope camera shutters are opened and t.e Uniblitz is
shuttered, recording the pyrometric response to IO. The laser beam is
then attenuated with a neutral density filter and thz resulting response
recorded by triggering the Uniblitz. Tais process is repeated
successively for neutral density filters numbered between 0.3 and 3.6,

Intensity attenuation is related to filter number through the expression:
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where Aj ig the neutral density number and Ij is the intensity
transmitted by the j™" filter. A baseline is established by triggering
the oscilloscopes without opening the Uniblitz shutter. The oscilloscope
photograph produced is shown in the upper portion of Figure 14 and has
the baseline and twelve other voltages recorded. Maximum intensity is at
the bottom of the photograph and the baseline is at the top. Beginning
irmediately above I intermediate voltages correspond to Aj's of 0.3,
0.6, 1.0, 1.3, 1.6, 2.0, 2.3, 2.6, 3.0, 3.3, and 3.6. In conjunction
with Eq. (3-14) these voltages are used to crcate the relative intensity
versus voltage transfer function graphed in the lower part of Figure 14.
It should be noted that 1, is the lowest trace in the oscilloscope
photcgraph while IO relative to itself is one and appears at the top of
the relative intensity graph. Points on the graph corresponding to
oscilloscope traces are labeiled with triangles.

Figure 14 illustrates instrumental idiosyncracies discussed in this
chapter and in Apperdix A. PFirst, it is evident from the incorrect
spacing between the ‘“’J. =0 and A, = .3 lines in the photograph that
the full laser intensity IC has saturated the pyrometer, and that,
looking at the lower graph, the maximum voltage response is about 2.58
volts. In fact a straight line extrapolation oi the linear portion of
the graph indicates that I = 0.65 Iy would have been sufficient to
saturate the diode and any signals stronger than that are lost

informatian. Secondly, the response of the pyrometer near the baseline

appeacs not to be truly logarithmic but somewhat stronger. One
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explanation might be that the low intensity signal might be indicative of
a significant noise contribution, and the pyrometer response does not
assume logarithmic characteristics until the intensity is high enough to
completely overshadow the moise. It is this low intensity problem that
makes a higher intensity calibration desirable. Minor deviaticns from
linearity in the middle part of the graph are the result either of
measurement uncertainty or of imperfectly characterized neutral density
filters.

The transfer function of Figure 14 is made a continuous function by
using cubic splines. With this function an intensity relative to the
maximum laser intensity, Iy is associated with measured points from
the pyrometer data illustrated in Figure 8. 1Tt is these relative
intensities that are labelled I,(T) and are used in Egs. (3-8) through

(3-13) . The relative intensity at the calibration mint, Ii(Tc)

also derived from the transfer function.

At this point the sets of time voltage points read from the pyrometer
traces have been transformed to discrete sets of time-relative intensity
points read at arbitrary and differing times for each chamel. These
sets are made continuous functions with cubic splines, and used to
produce sets of intensities at common times for all channels. All
quantities required in Egs. (3-12) and (3-13) have now been computed with
the exception of the linear coefficients. To avoid complexity the
calculation proceeds with two channels at a time. A two dimensional grid
of possible ai's is chosen and evaluated one point at a time. For each
choice of ai's two SCT and one TCT temperature are found for each point
in time. The sum of the squares of the differences among the three

temperatures for all commn times defines a minimization function which

bzl
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is computed for each point an the coefficient grid. The values of ai's
which minimize this function then define best agreement of the SCT and
TCT temperatures, and thus determine the temperature of the sample. It
is these temperatures with their inherent qualifications which are

reported in Chapter 4.

L Y T By Y N L FERC N (PN



povessup

N R

AT T

Py

e

N AT g T A L - TR S -y

L T

£

63

4. THE MEASURED PROPERTIES OF LIQUID Pb, PT, AuCu, U, Nb, AND NbHf

Sufficient data are presented here to establish the equation of state
of six metals for liquid states at normal densities to as much as four
fold expanded. The materials form a disparate group, ranging from the
simple free electron metal lead to the more complex and less easily
modelled uranium, and were chosen to provide a broad base of data on low
density liquid metals. Lead, being the most compressible, provides the
most revealing information, enabling surprisingly consistent estimates of
the compressibility and the sound speed. Accurate measurements of
pressure, enthalpy, density, temperature, and resistivity are reported
for all six materials along with less exact estimates of C.. The

P
actual data are presented graphically with least squares fits obtained

(33)

with a code by Knox used to generate data tables.

Lead

Figure 15 displays measured enthalpy as a function of SCT
temperatures determined from 600 run and 650 nm channels for lead runs at

0.2 and 0.3 GPa. Calibration was established by extrapolating the 0.1

MPa data of Hultgren(34) to .3503 Mj/Kgm at 2600 K, and presumes a
slightly largar Cp than ectimated by Hultgren for the region of

interest. Cp = 3,61 + 0.25R is chosen because it better represents the
lower part of the measured temperatures and brings good agreement among
the SCT and TCT temperatures. The two longest wavelength channels are in
more consistent agreement with each other than they are with the shortest
wavelength (450 nm) channel. This is attributed to the sensitivity of

the calibration technique and the fact that the low temperature intensity
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Enthalpy vs Liquid Lead Temperature

Enthalny is plotted as a function of SCT temperatures computed fron data taken
410.2 and 0.3 GPa in the 600 and 650 nm channels. The caiibration puini, 2840 K
and 0.35 Mj/kgm, is extrapolated from the plotted 0.1 MPa literature data, The
vertical scale is specific enthalpy with respect to cell pressure and 300 K.




is much stronger in the long wavelength channels and therefore more
precisely determined. A least squares fit of these six data traces is

given below and selected values presented in Table 1.

. H=C) +CyT+ CyT°
c = 2.227465x10™% (4-1)
c, = 1.167629x10"%
cy = 4.682139x10°

Enthalpy is referenced to 300 K and the pressure of each individual

run. As discussed in detail elsewhere,(ls) the enthalpy necessary to
reach a given temperature is almost independent of pressure for the
moderate pressures and temperatures of this work., The difference in the
enthalpy necessary to reach a given temperature along separate iscbars

can be expressed as AH U V(TO,P) [(’I‘-TO)OL]2 $P where '1‘0 = 300K

: and o is the thermal expansion coefficient. V(T,,P) is independent of

t pressure for the moderate pressures germane to the IEX so a sufficiently
gmall o will establish that AH is insignificant on the scale of the

exper imental uncertainty associated with the data of Figure 15. As

(35)

reported by Gschneidner ©°°) o = 29x107° K™ for lead at standard

‘ .,,
TR R SR A

s

temperature and pressure. A rather inexact calculation based on the data

-6 and 500x107® kL over a

v temperature range of 2600 K to 6000 K. An o of 300x10~8 g1

of Figure 18 places a hetween 100x10

produces

g
EEIRT RO S

a predicted separation of 5% in enthalpy between the 0.2 GPa and 0.3 GPa

Y
LS

data at 5300 K. No such systenatic offset is observed leading to the
1

I

conclusion that o must remain below 100x10“6 K ™ until very near the




% Table 1
: Measured Properties of Liquid Lead

(%) H-H(T,P) ¥~ 0.1 GPa 7~ 0.2 Gpa J-0.3 gpa J- 0.4 GPa
M]/kgm (o) Q o] (0]
1600 .2211 1.204 1.202 1.178 1.149
1800 .2476 1.236 1.226 1.206 1.174
2000 -2745 1.267 1.250 1.235 1.201
2200 .3018 1.298 1.276 1.265 1.229
2400 .3295 1.329 1.302 1.296 1.259
2600 .3575 1.359 1.329 1.327 1.290
2800 -3859 1.390 1.358 1.359 1.322
3000 -4147 1.420 1.388 1.391 1.355
3200 .4439 1.451 1.420 1.424 1.389
3400 -4734 1.483 1.454 1.457 1.424
3600 .5033 1.518 1.491 1.491 1.460
3800 .5336 1.557 1.531 1.526 1.497
4000 5642 1.602 1.575 1.563 1.535
4200 .5953 1.654 1.623 1.601 1.572
4400 6267 1.717 1.675 1.642 1.615
4600 6585 1.793 1.732 1.686 1.657
4800 6906 1.885 1.795 1.733 1.702
5000 .7231 1.998 1.865 1.785 1.748
5200 -7560 2.135 1.942 1.844 1.798
5400 -7893 2.202 2.028 1.909 1.851
5600 .8230 2.122 1.584 1.896
5800 .8570 2.227 2.068 1.969
5980 8880 2.331 2.155 2.028
- -9000 2,374 2.192 2.032
1950 2.567 2.362 2.162
.97 2.652
1.000 2.568 2.285
1.05 2.815 2.426
1.10 3.110 2.587
1.15 3.462 2.773
1.18 3,70
\ 1.20 2.985
! 1.25 3.230
! 1.30 3.510
1.33 3.70
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liquid-vapor two phase boundary and then climb steeply. a = 100x107°
K"1 yields a 0.5% offset in enthalpy at 5300 K which is indiscernible
with respect to the measurement error of the experiment.

As noted in Chapter 3 the method of determining the temperatures
graphed in Figure 13 and 15 does not require knowledge of the absolute
sample emissivity (see Eg. 3-12 and 3-13). Computations do produce the
ai's, however, and these provide sample emissivities relative to the
calibration point emissivities for each channel through Bg. (3-11;. In
order to obtain a set of absolute emissivities it is necessary to employ
a standard for which an emissivity is known to find the Gi's for each
channel. TFor these lead data accompanying calibration runs were made on
tantalum which has a distinctly identifiable melting plateau within tie
range of maximum detector sensitivity. Using BEg. (3-10) and the
temperature trace of the tantalum control run associated with a given
lead run, a value for Gi €ra (A.l,T) may be obtained at T=3270 K,
the tantalum melting point. The tantalum melting point emissivities are
known for specific wavelengths(36) and interpolation of these data
provides representative values for the A.l's of this experiment.

Assumning the Gi's have not changed significantly between the lead and
tantalum runs they can be calculated and then used in Bg. (3-10) to find
the lead emizsivity at the calibration temperature. BApplication of this
calculation is outlined in Table 2 and the resulting emissivities graphed
in Figure 16.

It should be pointed out that while this temperature analysis
technique results in true sample temperatures with small uncertainties,

the emissivities are known much less precisely. There are two major

sources of error in the emissivity determination, the large nusmher of
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Table 2
Lead Bmissivity Determination

IiTa( Xi ’ Tm)

Chan A G; Gy Tp G g o T)
-4 2
250 8.60410-4 1.9278%.5 1.2546x10
) 600 1.8658x10 7> 1,9320x10™3 5.8709%.0"%
-3 o -3 oo 2
3 650 1.96x10 2.0333x10 £.6767x10
Ile(Tm
(”iETa( i Tm):f’w Ta(A 2 ) G:i {:Pb(xi""'m) E:P};\M +2000) _
CP.b (,"\i , 60003
1 4.2548x107> .40 1.0637x10™2 .087 .75 .113
2 5.2633x1073 38 1.3851x1072 .140 .131 .160
3 4.2158x1073 .37 1.1384x1072 .180 .167 .196

2600 K
HTP = ,3501 Mj/kgm
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arithmetic operations involving uncertain numbers and the uncertainty in
the measured lead intensities. The emissivities are presented in Table 3
along with their uncertainties. The computed emissivity variation with’
tenperature is within the measurement error for the temperature range of
the experiment and may, in fact, just compensate for the unavoidable .
‘ncertainties in the calibration technique. The blue channel which was
calibrated at a point nearest minimum detector response exhibits the
strongest temperature dependence in its emissivity. It can be said with
surety that the liquid lead emissivities are much less than those of
tantalum at its melting point, but further deductions are mot warranted.

Figure 17 presents the volume expansion of lead along four isobars.
The enthalpy is referenced to a state at 0.1 MPa and 298 K. An initial
enthalpy input of 0.0086, 0.0172, 0,0257 and 0.0342 Mj/kgm is produced by
the work done on the sanple during pressurization of the cell for shots
at 0.1, 0.2, 0.3 and 0.4 GPa, respectively. These enthalpies are
computed from AH = (1- aT) V AP using a thermal. expansion coefficient of
29x10°% g1 Subsequent enthalpy increases produced by electrical
heating are then added to these amounts. Least squares 4th order fits

for the four isobars are:

i 2

{ _ 3.4
‘ V/V = CHCHACHH +C H +C H
(4-2)
2 3 4 )
v v v v
H = B,+B, == +B, (5=) +B, (-) +8. (o)
172 vy B3t Palyy) sty

where both sets of coefficients are listed in Table 4 and representative

values of the parameters are tabulated in Table 1. Also graphed in

Figure 17 are lead expansion data derived from Lucas' (37) 0.1 MPa
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Table 3
Conparison of Tantalum and Lead Emissivities at 3270 K
] *
Channel A (nm) ETa EPb |
1 450 .40 .09+.06
2 600 .38 .14+.06
3 650 .37 (38+.06
*From Ref. 34 by interpolation.
Table 4
Lead Enthalpy-Volume Coefficients
0.1 GPa 9.2 GPa 0.3 GPa 0.4 GPa
B, 2.316871x10"%  -1.806757 -2.334034 —2.429936
¢, 1.00979% 9.806604x107Y  1.012996 1.015107
B, ~2.600625 2.356379 3.600521 2.823210
C,  1.992454x1077 9.947246x10™1  2.932559x107%  —-6.336762x10™2
B, 3.896541 -5.004613x107%  —1_530651 ~1.694714
C;  6.296780 -3.785522x10"Y  3.879281 3.134925
B, -1.757C53 ~6.135478x10 2 3.188688x10°%  3.718307x10~%
¢, -1.433270x10"*  2.061060x1071  -6.163421 ~3.754703
B, 2.612217x1070  2.438690x10™%  -2.597707x10"%  -3.192306x10"°
C,  L.122190x10%'  9.049582x107 1 3.699364 1.867036

ki
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Fig. 17 Volume Expansion of Liquid Lead
Enthalpy as a function of specific volume for lead at 0.1, 0.2, 0.5 and 0.4 GPa. The
vertical scale is enthalpy with respect to 300 K and 0.1 MPa, Literature values are
the 0.1 MPa data of Kirshenbaum, et at'7! with the work of Huligren, et al (34! and
Lucas ) used to transform from temperature to enthatpy.
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volume temperature relationship using the Hultgren tables(34) for
conversion to volume-enthalpy. These data are most accurate for V/Vb <
1.15, employing extrapolated values ror enthalpy as a function of
temperature for VVVb > 1.15. On the scale of Figure 17 the data of
Kirshenbaum, et al.!’) are coincident with those of Lucas where again

the Hultgren table is used for enthalpy tenperature dependence.

The end points of the individual isobaric expansions were reached as

the sample resisitivity turned steeply upwards {see Figure 20). An

abrupt sharp increase in resistivity is interpreted here to indicate near

entry into the two phase region at sub-critical pressures and expansion
to critical density at super-critical pressures. As illustrated in
Figure 17 this point is reached for expansions of 2.3, 2.7, 3.6 and 3.6
at 0.1, 0.2, 0.3, and 0.4 GPa, respectively. These points define a
critical dome and a critical specific volume in the neighborhood of 3.6
fold expanded. A further mildly daring interpretation of these data
indicate a critical pressure greater than 0.2 GPa hbut less than 0.3 GPa,
deduced from the fact that the insulating transition occurs at similar
expansions for the 0.3 and 0.4 GPa isoﬁars.

Similar reasoning can be applied to the temperature data of Figure

2 GPa temperatures

et m e s man £ o
= L aw e wJ 4 24

ch approximately 5300 K wnile the 0.3
GPa temperatures go as high as 6000 K. Ihe critical temperature can be
limited to the 5300 to 6000 K range and depends upon how far above 0.2
GPa the top of the critical dome is. Specification of the critical
temperature is made less precise by the constant pressure nature of the

exper imental track. Near the critical region in the pressure-volune

plane the isotherms become nearly parallel to the isobars over a

significant range of volumes. It is therefore difficult to associate &

e LW TSI SO - . e
. . X EASRCHCR S e T ) .
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specific temperature with a given gpecific volume. These estimates for
the critical parameters of lead are compared with other estimates in
Table 5. The soft sphere parameters are based on a modelling of these
data(s) while the "shock wave" results are based upon the behavior of
release adiabats of shock compressed porous lead sarrples.(45) The
corresponding states entry is somewhat approximate in that it depends
upor: measured data in cesium and mercury and on an accurate measurement
of the enthalpy of vaporization of lead, a difficult experiment. The

accuracy of the current work could be improved as will be discussed in

Chapter 6.
Table 5
Compar ison of Various Estimates for tha
Critical Point Parameters of Lead
\Y

Source r_(Or) < Pr(GPa)

c V0
This Work 5300-6000 3.6-3.7 0.2-0.3 GPa
Soft Sphere(s) 5158 3.7 0.226 GPa
Shock Wave (4°) 5300 4.9 0.170 GPa
Hard Sphere (%) 2668 3.66 0.208
Corr=sponding States(46) 4980 " 3.49 0.184

The commn enthalpy parameter can be used to deduce from the data of
Figs. 15 and 17 the expansion of liquid lead as a function of
temperature. This has been done using the least squares fits of Egs.
(4-1) and (4-2) and presented graphically in Figure 18. The coefficient
of thermal expansion at 2000 K is computed to be 120x107°, 100x107°,

120x107°, and 115x107® k™! at 0.1, 0.2, 0.3 and 0.4 GPa,
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respectively. To the accuracy of the calculation these values are
indistinguishable but are less than the 1502107 K1 reported by
Kirshenbaum, et al.”) Tnis differeice is due to the fact that 2000 K

is very close to the liquid-vapor two phase region at 0.1 MPa but far

;':% . removed for the pressures of this work. The thermal expansion

% coefficient increases rapidly as the two phase boundary is approached at

E 0.1 and 0.2 GPa yielding a maximum value of 400x10~% x! for the 0.1

? GPa isobar at 5400 K and a still growing value of 260x107% k71 at

i 5960 K for the 0.2 GPa isobar. The two phase boundary is estimated to be

near V/V0 = 2.3 and 2.7 for 0.1 and 0.2 GPa. Less dramatic growth is

; observed for the thermal expansion coefficients along the two higher

: pressure isobars beciuse they do not approach critical density for the

temperature range of thesze data, and they are estimated to be above
critical pressure. Representative values of the data of references (7)
and (37) are plotted for comparison.

g Values of the specific heat, Cp, derived from Eg. (4-1) range from

i E 3.37R at 20090 K to 4.31R at 6000 K. The width and heighth of the error

? baus an the dara of Figure 15 allow a broad mossible Lange of heat

g capacities and the choice of a secord crder f£it is arbitrary. Tt is

; posuible that the heat capacity remzing fairly constant to a iteuwerature

of approximately 4500 K and then increases above that. Cordoha and
[%2

Brcmks(w) report a heat capacity appreaching 3.25R at 800 K while

Hultgren, et al. report a heat capacity of 3.44R at 1300 K. (34) To
within experimental accuracy the current data is in agreement with these

values.

In addition to Cp it is possible to use the least sguares fits 0

the data reported here to compuite several other thermophysical propertics

45 I TSI i 7 7 . S ¢ S A, BT 5 TR A T
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Fig. 18 Thermal Expansion of Liquid Lead

These are the data of Fig. 17 with the data of Fig. 15 used to convert from enthalpy to temperature.
7) and Kirshenhaum's_ et al {7) data are plotted for comparisan
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of liquid lead. Table 6 is a tabulation of computed properties for lead
at 0.3 GPa. The temperature range extends anly over regions where there
is sufficient separation of the isobar.s to calculate iscthermal
compressibility, KT = %—;‘é),r. It should be remembered
that the large number of arithmetic operations performed with
exper imentally inaccurate numbers renders the computed values of Table 6
inexact, even though they are obvicusly consistent and appear
reasonable. The compressibility is particularly susceptible to
inaccuracies in the data because its calculation involves the difference
of large almost equal numbers. The resulting error is then carried
forward to the dilation term, the ratio of specific heats, and the sound
velocity. Because of the lack of data in this temperature range the
sound velocities are compared in Figure 19 with Grover's projections
based won Lindemann Law melting point scaling. {39,40,41)

The last four columns of Table 6 display the results of a theoretical
estimate of the specific heat at constant volume and the difference in

the measured Cp and the estimated Cv' G.,. is computed from the

ve
free electron expression for electronic heat capacitymz) using the
exper iment ally determined specific volume.
o [xe |
Coe =5 N, [Ef] R (4-3)

The lattice contribution to the specific heat, Cvg' is taken from

Grover's expression based upon Lindemann type scaling(39)

(4-4)
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compressibilities deduced from the data of Fig. 18. C(-)m$
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which has been found to be in agreement with soft-sphere modelling over a
broad temperature range. & has been chosen as 0,125 to give best
agreement with published data while T, 1S the temperature of melt at a
given density and can be calculated using the Lindemann scaling law and

the Gruneisen relationship. The Lindemann scaling law is(m)

i

where the subscript m refers to the melting state at specific volume Vm

2 2/3

'—]ia*l
|
<15<2

o

(4-3)

0

<

and the subscript 0 refers to the melting state at standard pressure.

The Gruneisen expression is

_ _ dinb -
Y6 T T @inv (4-6)

and provides a relationship for the normal mode variation as a function

of volume.(43) The pacameter Yo is usually inferred from high

pressure shock wave exper iments but Ross has found it to follow well the

linear relationsh..p Yg = v+ —é— (44) The constant ¢ is

determined using Y, = 2.62 at Vy = 1.03 normal density. ' /%)
Inteyration of By. (4-6) and its substitution in By. (4-5) yields:
v i3 v
T ="To ['V—o' € {(4-T)
Consistent measurements and calculations should yield reasonable
agreement between CP—CV and the dilation term. In view of the

estimated nature of the involved parameters the agreement is quite good,
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T (k)
3000
3500
4000
4500
5000
5500

5900

<\<o

1.3%10
1.4742
1.5630
1.6633
1.7854
1.9452

2.1152

K6l ox1o® ?@W
eal k1 R

1.193 117  1.051
1.055 115 1.419
1.289 120 1.533
2.011 131  1.401
3.279 154 1.417
5.020 190  1.688
6.680 229  2.150

e

Table 6
Thermophysical Properties of Liquid Lead at 0.3 GPa

C
P

R
3.608
3.715
3.84.
3.958
+.074
4.191

4,284

«uﬁﬁ\n<

U

i T AT T AT TS e T

O<m_.

=[1-2T  kn/sec R

P
1.410
1.615
1.664
1.548
1.533
1.674

1.998

1.204
1.410
1.333
1.062
0.858
0.743

0.747

0.674
0.817
0.97.
1.138
1.326
1.545

1.7:2
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Plotted in Figure 20 are the measured resistivities as a function of
specific volume for runs at 9.1, 0.2, 0.3 and 0.4 GPa. Also graphed are
the measurements of Banchila and Filippov which were taken at variable
and unspecified pressures for temperatures as high as 2500 K. (48) The
conversion from temperature to specific volume was done using Lucas'
density temperature relationship which is graphed in Figure 18, (34)
The current data are in excellent agreement with Banchilla and Filippov
over the limited volume range of their measurements. Lead resistivities
are apparently a function of specific volume (or density) alone as
evidenced by the agreement of the four isobars of resisitivity data which
are at differing temperatures for a given expansion (see Figure 18). The
large expansions are accompanied by liquid state resistivities which grow
as much as a factor of seven for the subcritical 0.2 GPa data and a
facior of almost 24 for iLhe supercriticael G.4 CPa data. This should be
contrasted to platinum, for example, whose liquid state resistivity
increases only a factor of two by the time the isobaric expansion reaches
the neighborhood of the liquid-vapor two phase region (see Figure 23).
The pronounced volume dependence will be discussed further in Chapter 5
where the volume dependent resistivity projected by the nearly free
electron model is shown O apply well to lead. A l2ast squares fit of
the liquid state data is given below and representative values tabulated

in Table 7. Although the lead resistivities

v 2 v\
p=CHC, ||+, [ +C, [ (4~8)
1 z(vo) 3(\/o 4{VO)
¢, = 0.512205
C, = -0.785519
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| 8 o —= Banchila Filippov, 1973

! Fig. 20 Liquid Le2ad Resistivity
; Resistivity in 1§2m is shown to be a function of specific volume for lead at 0.1, 0.2, 0.3,
i and 0.4 GPa. Comparison is made with the data of Banchila and Filippov {48) which

demonstrates the exceilent agreement of the two data sets over the limited range of the
previous work.
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are not a unique function of temperature, the temperature Jdependernice
alang the various isobars can be deduced by fitting the data of Figuve 18
and using volumes so calculated in Eq. 4-8. The volume versus
temperature expression necessary to do this is:
[ o9
..V_=c +CT+("I‘2+CT3+C5T" (4-9)

VO M 2 3 4

where the coelficients for four isobars are listed in Table 8.

Platinum

Platinum specific volume enthalpy duta taken at pressures of 0.2, 0.3
and 0.4 GPa are plotted in Figure 21. Enthalpy is referznced to 0.1 MPa
and 298 K. Crilinate values are the measiured electrically added
enthalpies plus an enthalpy of cold compression, As wiln lead the
compressional enthalpies are calculated ficm the expression AH =
(l--dI‘)Vé»P where o, the coefficient of thermal expansion, is 26.85x10"6

g, 39 v 15 then 9.0092, 0.0139, and 0.0185 Mj/Kgm for 0.2, 0.3,

ard (.4 GPa, regpentively. The compressibility is sufficiently low that
expected resolution amng the plotted isobars is smaller than

exper imental uncertainties. Therefore, the following second order
expression is fit to all the liquid phase data of Figure 21:

= A 4 AN+ ]Ljﬂz (4-10a)
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Table 7
The Resistivity of Ligquid Lead for
V/Vo between 1.15 and 3.65
/Y, p(1Sm) v/, () VA, P (um)
1.15 1.290 2.00 4.630 2.85 11.709
1.20 1.410 2.05 4.926 2.90 12.282
1.25 1.538 2.10 5.236 2.95 12.874
1.30 1.675 2.15 5.559 3.00 3.487
1.35 1.820 2.20 5.896 3.05 14.122
1.40 1.975 2.25 6.247 3.10 14.778
1.45 2.139 2.30 6.613 3.15 15.456
1.50 2.312 2.35 6.993 3.20 16.157
1.55 2,495 2.40 7.389 3.25 16.882
1.60 2.689 2.45 7.801 3,30 17.630
1.65 2.892 2.50 8.228 3.35 18.402
1.70 3,106 2.55 8.672 3.40 19.200
1.75 3.331 2.60 9,134 3.45 20.023
| 1.80 3.567 2.65 $.612 3.5 20.872
1.85 3,815 2.70 10.109 3.55 21,747
1.90 4.074 2.75 10.623 3.60 22.650
J 1.95 4.346 2.80 11,157 3,65 23.581
Table 8
Least Squares Coefficients for Fit of
V/V0 versus Temperature for Liquid Lead
0.1 GPa 0.2 GPa 0.3 Gpa . 0.4 GPa
t
. c,  1.250943 1.050965 1.13140 1.10334
c, ~3.43794x10~% 6.23018x10> -1.27027x107%  ~9.16413x107°
. c 3.09513x10"7 3.00071x10~8 1.41486x10~7 1.01549x10"/
! c, -8.34668x107T1 -8.12790x107%  -3.15433x107H  -1.g5668x107 1L
'V'.’ -
1 Cs 8.26025x1071°  1.22937x1071° 2.71183x10711  1.41846x1071°

bt i
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Al = 0.99265 '
A2 = 0,19299
A3 = (0,15811
The inverse relation is:
2
AV [V

H=B, +B =— |+ B = (4-10L))

1 2 (VO) 3 \VO
Bl = =3.34273
B2 = 4,43530
B3 = -0.899656

Representative values computed with Eq. (4-10) are presented in Table 9,
Error bars indicated in Figure 21 represent 5% uncertainty in the volume
measurement and 2% uncertainty in the enthaipy as discussed in Chapter 3,
ard appear overly pessimistic in view of the agreement among the
individual data runs.

Solid platinum densities are compared to those measured by Waseda, et
a1(49) using x-ray diffraction techniques. Waseda's expression for the
dilation of an individual lattice parameter as a function of temperature

is:

fa 5.546%1070 (1-298) +3.750x10™ 2 (T-298) 2 (4-11)
and, because of the cubic structuce of platinum, results in a volume

expansion of V/V0 =1+3 %Ei— where only first order terms have been
0
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Fig. 21 Platinum Enthalpy vs Specific Volume
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Data are for platinum at 0.2, 0.3 and 0.4 GPa with an estimate of the liquid solid
2-phigse reygion deduced from Figs, 22 and 23. The verticai scaie is referencegd 10
300 K and 0.1 MPa. Comparison is made to the work of Waseda, et al (49!,

Lucas 51 and Dubinin 52} with some discrepancy noted in the liquid state

which was reached with some difficulty by the previous investigators.

JL G

ST S UV S ey, -

- o it it Kaakeae'

e e s et T WA D D LR

[

PSP,




R R R

Lt

Cor. ab b

ok s Bl e itde

i R R T ki

R TR O B R WY

m . ——

B Tt SR

87
retained, Exgansions compu:ed with B3. (4~11) using terperatures taken

=
from the enthalpy temperature tables of Hultgren("o)

are also graphed

in Figure 21. Waseda's measurements show platinum to be approximately 6%
expanded at the beginning of melt which is reported by Hultgren to occur
at an enthalpy cf 0.273 Mj/kgin., The beginning and end of melt are not
readily discernible features of Figure 21, but can be identified
approximately in the terﬁperature data of Figure 22 and the resistivity
data of Figure 23. Melt begins at an enthalpy of 0.270 + 0.005 Mj/Kgm
and is completed by 0.400 4+ 0.C10 Mj/Kgm yielding an enthalpy of melt of
0.130 + 0,015 Mj/Kgm which compares with Hultgren's prediction of 0.101

(30)

M3 /Kan. Corresponding volume expansions at the beginning and end

of melt are 1.06 1 0.005 and 1.10 + 0.01, respectively.
Also plotted in Figure 21 are the projections of Lucas(Sl) and

Dubinin.(r)?') Lucas' expression for volume sxpaision is-.
v . -4 ; i
v 1.1345 + 1.7374x10 " (T-2042) (4-12)
0

and is a fit to data taken at temperatures between 2042 ¥ and 2200 K.

The corresponding expression of Dubinin is:

= [0.9217 - 1.1189x10™% (r-2042)77% (4-13)

<

and was determined by analyzing the configuration of sessile drops at
temperatures from 2042 K to 2473 K. The use of Eq. (4-14) to convert
from temperature to enthalpy produces the indicated points in Figure 21.

The discrepancies between the measurements of Lucas and Dubinin and
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Table ¢
Measured Properties of Piatinum

Temperature X H—H(TO,P) M3/kain 0 (15im) V/Vy
2100 0.4661 1.028 1.12
‘ 2300 0.5180 1.052 1.14
. 2500 0.5679 . 1.076 1.15
u 2700 0.6178 1.099 1.17
) 2900 2.6677 1,122 1.19
, 3100 0.7176 1.144 1.21
3300 0.7675 1,167 1.23
1 3500 0.8174 1.190 1.26
3700 0.8674 1,214 1.28
3900 0.9173 1.239 1.30
400 0.9572 1.264 1.33
4300 1.0171 1.291 1.35
‘ 4500 1.0670 1.320 1.38
‘ 4700 1.1169 1.350 1.41 ;
3 4900 1.1668 1.383 1.43 | ]
: 5100 1.2167 1.418 1.46 |
5300 1.2666 1.455 1.49 R
5500 1.3165 1.496 1.52 .
, 5700 1.3664 1.539 1.55
2 5900 1.4163 1.586 1.58
6100 1.4662 1.636 1.62
6300 1.5161 1.690 1.65
g 6500 1.5660 1.748 1.68 '
- 6700 1.6160 1.800 1.72
‘ J 6900 1.6659 1.877 1.75
| 7100 1.7158 1.949 1.79
d 7300 1.7657 2.025 1.83
F: 7500 1.8156 2.107 1.86

! Vg = 0.047 cn/gm
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between each of theirs and ours is embodied in widely differing specific
volumes at the end of melt. The relative volume at end of melt is found
to be 1,1345 by Lucas, 1.085 by Dubinin, and 1.10 + 0.0l here. 1In each

of these cases the slope of enthalpy versus V/Vb is roughly the same

. for the low temperature liguid region.
Flatinum temperature measurements, made ¢t pressures of 0.3 and 0.4

GPa, are plotted in Figure 22, Pyrometry channels were centered at

nominal wavelengths of 450, 60C, and 700 nm and sample radiation was

3 sufficiently intense in all channels to produce distinct evidence of the

LI Y N

melting transition. However, the low melting temperature (Tm = 2042 K)

1o o s Culs

caused the melting transition to occur near enough to minimum detector

response to render the blue channel melting intensities too unreliable

R A L

for calibration purposes. Therefore, the red channels are calibrated on

melting point intensities and the blue channel is calibrated by

A welad P g

attributing a later time intensity to a higher temperature as determined

e

by red channel data (see Egq. 3-10). Sample radiation in almost all cases
was bright encugh to saturate the pyrometers at late times, resulting in
abnormally large data scatter at temperatures above 6000 K. Error bars
on Figure 22 are computed with Eg. 2A-1 assuming Ii/Ii = 10% and

Gi/Gi = 20%. Because of these uncertainties in calibration and late

time measurements the data are least squares fit to the linear function:

) H= Cl +C,T (4-14)

-5.5935x10™%

Q
1

= 2.4954x1074 ‘
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Fig. 22 Platinum Enthalpy vs Temperature

Platinum data are taken at 0.3 and 0.4 GPa. The vertica! scale is enthalpy referenced to 300 K
and 0.1 MPa while the horizontal scale is SCT temperature. Temperature values are derived
from data taken at 450 and /UU nm,
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over the entire liquid range from 2042 K to 8000 K. ", then, is a
broadly averaged heat capacity of 5.85 + 0,50R. This can be compared
with the liquid heat capacities of other d electron transition metals
such as molybdenum whose Cp is 8.5R, tantalum having a CP of 8.3R, or

tungsten having a C_ of 6.2R.(53)

p

Figure 23 presents resistivities measured at 9.2, 0.3, and 0.4 GPa.
The independent parameter of choice is enthalpy but could as well have
been temperature or specific volume because there is no measured
resolution among the platinum isobars as there is for lead. Enthalpy is
referenced to the state at 298 K and the ambient cell pressure of each
individual run, and is thus the enthalpy due to resistive heating only.
A least squares fit of these data in the liquid phase yields the
expression:
H+ C

2 3

Cl = 0,711749

C2 = 0.921390
Cy = -~0.6790653
C, = 0.327686

Use of Eg. (4-10b) for enthalpy versus volume in conjunction with Ej.

(4-15) yields the fundamental volume dependence of platinum resistivity.
In an attempt to probe the liquid vapor coexistence region indivicdual

runs at 0.2, 0.3, and 0,4 GPa were carried to expansions at which the

resistivity began to grow very quickly, i.e. the densities at which a
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Fig. 23 Platinum Resistivity
The resistivity of platinum in u2m is plotted as a function of enthalpy referenced to
300 K and cell pressure. No significant separation is observed among iscbars at 0.2,
0.3 and 0.4 GPa. With reference to Fig. 21 similar agreement would be obtained for
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metal to insulator transition was observed to occur. Table 10 lists the

parameters characteristic of that point on the individual isobars.

Table 10: Platinum Boiling Point

Pressure (GPa) H(M3/Kgm) V/VO p(pfim)
0.2 1.60 1.82 1.85
0.3 1.89 1,90 2,28
0.4 1,90 1.97 2.80

Enthalpy again is that added resistively. Platinum resistivities exhibit
moderate increases with enthalpy until what is interpreted here as the
boiling point is reached. At that point the resistivity versus enthalpy
curve rises almost vertically making the enthalpy and the resistivity
measurements somewhat uncertain. For this reason the relative volume
parameter of Table 10 has to be regarded as the most reliable of the
estimated boiling point parameters.

For pressures between 0.2 and 0.4 GPa the relative expansion at which
boiling occurs appears to be only weaklx dependent upon pressure,
indicating that the slope of the liquid vapor coexistence curve in the
pressure~specific volume plane is very steep (see Figure 2). This is
interpreted to mean that 0.4 GPa is well below critical pressure since
near the peak of the critical dome the coexistence curve must necessarily
flatten out. Young and Alder use hard sphere van der Waals calculations

(4)

to project a platinum critical pressure of 1.05 GPa. Subsequent

soft sphere calculations have reduced the original hard sphere

predictions by significant amounts for other d-electron transition
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metals. (3)

Although ne soft sphere calculations are available for
platinum by analogy one could logically assume that the critical pressure
of platinum might be between 0.5 and 0.6 GPa. Th~: Jdata of this work are

consistent with that prediction.

Gold-Copper

Several data runs were made on an alloy of gold and ropper at
pressures of 0.2, 0.3, and 0.4 GPa. From a basic science point of view
investigations of pure gold and pure oopper would have been preferable,
but the pure materials were thought to be too difficult to heat
resistively becanse of low normal state resistivities. The resistivity
of gold is 0.022 pfm and that of copper if 0.017 um®% at 295 K while
the alloy has resistivities of 0.0732 and 0.070 u@m in the <¢old drawn
and annealed forms, respectively. The alloy chosen is 95% by weight or
85% by mole gold, the rest being copper. It is a common material noted
for its combined characteristics of strength and resistance to hydrogen
embrittlement. It is hoped that, although the transport properties are
strongly a function of the alloying, the measured equation of state
parameters will bear some close relationship to those of pure gold.

Non-annealed gold-copper resistivities measured at 0.2, 0.2 and 0.4
GPa are plotted in Figure 24. The melting transition is less distinctly
identifiable than it is for many pure metals but is interpreted as
beginning at approximately 0.14 + 0.02 Mj/Kgm and ending at 0.21 + %5.01
Mj/Kgm for a total transition enthalpy deposition of 0.07 + 0.03 Mj/Kgn.
Although not completely equivalent this can be compared to the enthalpy
55)

of melt of pure gold which is 0.064 + 0,002 Mj/Kgm. >>) Pure gold

melts at 1337.56 K yielding an entropy of melt of 4.79 + 0.15x10 >
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Mj/Kgm for a total transition enthalpy deposition of 0.07 + 0.03 Mj/Kgm.
Although not completely equivalent this can be compared to the enthalpy

of melt of pure gold which is 0.064 + 0.002 Mj/Kgm. (>°)

Pure gold
melts at 1337.58 K yielding an entropy of melt of 4.79 + 0.15x10™
Mj/Kgm K. For the rapid heating rates of this experiment the alloy is
assumed to melt at constant composition but varying temperature. With
reference to Hansen's phase diagram the alloy begins melt at 1248 K and

ends melt at 1278 K.(56)

Using an intermedinte temperature of 1263 K
the transitional entropy for the alloy is 5.5 + 2.4x107° Mj/Kgm-K. If
the large confidence interval is ignored the alloy is observed to have a
higher transitional entropy than the pure gold, as might be expected.

The resistivity of the alloy does not grow as rapidly as a function
of enthalpy as the resistivities of the other metals of this work. At
the begimning of melt the Au~Cu resistivity has barely reached 0.15 ulim
as compared to the 0.60 pm value for platinum at a similar point (see
Figqure 23). Both lead and platinum resistivities are in the neighborhood
of 1,00 uiim at the end of melt while that for Au-Cu is a factor of three
down. The conductivity of Au-Cu remains very high throughout the liquid
region as does the thermal conductivity by Wiedemann-Franz law

reasoning. The liguid state resistivities are least squares fit

v Ry
1A Y 2Y .

(4-16) and representative values listed in Table 1ll. Enthalpies are

p=Cp + CH + C3H2 : (4-16)

C = 0.24382
C, = 0.212790
Cy = 0.910419
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Fig. 24 Gold-Copper Resistivity
The resistivity of gold-copper in p$3m is displayed as ¢ function of enthalpy
reterenced to 300 K and cell pressure. No signitficant separation is observed
amony isobars at 0.2, 0.3 and 0.4 GPa, 5Sporadic and inconsistent resistivities

are recorded for enthalpy depositions above 0.9 Mj/kgim which could be

0.8 1.0

indicative of imperfect voltage probe contast or nearness to the liguid vapor
two phase region. The meiting transition for this alloy is iess distinctly ident-
ifiable than it is for single constituent rnetals.
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referenced to 298 K and the cell pressure of a given run and are thus the
enthalpies added electrically.

Tenperature measurements on the allcy proved very difficult to make
consistent for reasons that are not completely understood. Experimental
problems arose with a suspected unstable pyrometer baseline while
computations proved sensitive to a necessarily indirect calibration
technique. Figure 25 is a plot of enthalpy versus temperature for six
different runs, the temperature being based upon channels centered at
600, 700, and 900 nm. Several of the data tracks plotted exhibit a sharp
upward turn at relatively modest temperalures (detector voltages) while
others display a downward dip near minimum detector response. Both of
these unphysical characteristics are quite evident in the trace labelled
PCBE3LBA, in which the temperatures are derived from the 700 mr channel
of a 0.20 GPa run. The abnormal initial droop and the later time upturn
are thought not to be a function of wavelength nor pressure rnor any real
effect of the sample, but evidence of electronic instability in the
pyrometers. The pyrometers rely on a battery arrangement ©O maintain a

moise-free, stable baseline.(lz)

In retrospect the state of charge of
the pyroameter batteries appears to have been marginal for many of the
gnld-copper data runs. Only the run AC19E32CB was made at a time when
the batteries were relatively freshly charged. Data of this run define a

line of most confident tempera“ures and are least squares fit as given in

B1. (4-17) with representative values listed in Table 11.
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Fig. 25 Goid-Copper Entnalpy vs Temperature

Gold-copper pyrcmetsic data tak2r at 0.2 and 0.3 GPa. Scales are temperature
K horizontal and specific enthalpy referenced to 300 K and cell pressure

vertical. Trace end excursions are believed to be the result of weak stabilizing
voltage in the pyrometers,
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Table 11 ’
Measured Properties of Gold-Copper ‘.
: T(K) H-H(T, , P)Mj/kgm ol ) VN, :
%' 2000 0.3648 0.443 1.18 !
. 2200 0.4061 0.480 1.20 |
3 2400 0.4398 0.514 1.22 :
- 2600 0.4685 6.543 1.24 ;
] 2800 0.4941 0.571 1.26 f
X 3000 0.5182 0.599 1.27
? 3200 0.5421 0.627 1.29
5 3400 0.5668 0,657 1.31 |
5 3600 0.5929 0.690 1.32 |
i 3800 0.6208 0.727 1.34 ;
4 1000 0.6508 0,768 1.36
£ 4200 0.6826 0.813 1.38
. 4400 0.7163 0.863 1.40
K 4600 0.7514 6.918 1.43
1 4800 0.7874 0.976 1.45
¢ 5000 0.8238 1.037 1.47
P 5200 0.8601 1.100 1.40
: 5400 0.8957 1.165 1.51
: 5600 0.9300 1.229 1.53
; 5800 0.9623 1.55
; 6000 0.9924 1.57 |
! 6200 1.0197 1.58 -
: 6400 1.0442 1.60
| 6600 1.0658
: 6800 1.0845
7000 1.1007
: 7200 1.1151
:
’ 3
] V0 = 0.055 cm™/gm
}.
io-
b
I |
1 2
f |
3
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The fifth order fit is chosen as the lowest order expression that

el

shadows a dip in the heat capacity observed in the oscilloscupe record of

e et

the pyrometric response. The accuracy of the data suggesis & ilnear fit
as entirely suitable, The indicated uncertainty intervals are calculated

using &q. (A-1) with a variable estimate for AIi/Ii. As in Figure 24

the enthalpy of Figure 25 and Bg. (4-17) is that added to the sanple
through resistive heating. Calibration was accomplished by associating
the enthalpy needed to reach the end of melt as identified in Figure 24

with a sanmple temperature of 1278 K. From this base point belcw minimum i

detector response a constant heat capacity was used to aztrapolate to a

mcasured enthalpy corresponding to an intensity strong enough to be

PRI SRR

measured with some precision. For run AC1Y the base enthalpv was found
to be 0.22 Mj/Kgm. A constant heat capacity of 1.672x10™% Mj/KomK was
used to establish a calibration point at 2600 K and 0.44 Mj/Kgm. The

heat capacity choice was dictated by matching the slope of the enthalpy-

temperature curve at the low temperature end and was necessarily an :
iterative process. It should be emphasized ‘that this technique carried §
with it accuracy problems inherent in extrapolating over 1000 K which ;
are, however, adegquately represented by the graphed error bars. The "_1
large electronically caused systematic off-sets are not completely e

)
accommodated by the error bars. '

Figure 26 displays enthalpy-specific volume data of the 0.2, 0.3, and J

0.4 Gpa isobars for the gold-copper alloy. Inthalpy is referenced to 298
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K ard 0.1 MPa and thus includes components due to pressurization and
resistive heating. Enthalpies ot cormpression are 0.0102, 0.0163, and

0.0218 Mj/Kgm at 0.2, 0.3, and 0.4 GPa, respectively. and are computed

from the expression AH = (1-of)V, -1 637)

Expected resolution of the iscbars is far less than experimental

P where o = 42.3:&104} K

uncertainty and, in fact, no consistent separation is observed. 1In each
of the runs of Figure 26 expansion was carried to the point where the
samples became non-conducting, although at this limit sample
resistivities and to a lesser extent densities exhibited «n unstable
oscillatory behavior. The diameter fluctuations were not pronounced
enough to be easily detected with the late time ruby snapshot, However,
the resistivities indicated the sample to be passing back and fortn
between highly resistive and moderately conductive states, The first
sharp ypeturn of resistivity occurred at enthalpies of 0.88, 1.15 and 0,97
vj/®Kam for the 0.2, U.3 and 0.4 GPa runs, respectively. The uncertain
behavior of the samples near maximuam expansion makes identification of
the boundary of the liguid vapor two phase region impossible and casts
doubt on the validity of the data beyand V/‘Vo = 1.6. A second order

least sguares fit of these data is:

v v

H=C +C, (V‘) + 5| (4-18)
0 0

C, = -2.0681

C2 = 2.4088

C3 = -0,29781
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Fig. 26 Gold-Copper Enthalpy vs Specific Volume

Golq-copper data taken a1 0.2, 0.3 and 0.4 GPa. The horizontal scale is the
specific volume normalized to Vg = 0.055 ¢m3/gm, and the vertical sca'e
is specific enthalpy referenced to 300 K and 0.1 MPa, No systematic separ-

ation among the i1sobars is observed.
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and representative values are listed in Table ll. A comparison of Figs.
24 and 26 irdicates that the melting transition occurs at expansions

between 1,05 and 1.10.

Uranium

Uranijum temperature data have been analyzed for thiee separate 0.2
GPa runs labelled here UB0, U83, and U85. For purposes of determining
the emissivity of uranium, Lantalum calibration runs were made in
conjunction with U8B0 and U85, and are here designated TaS58 and Taél,
respectively. These uranium data were used as a test case to compare the
temperature determining technique digcussed up to chis point with a
second technigue based uoon choosing a constant emissivity for each
channel that affords best agreement among the applicable SCT and TCT

temperatures. The second method, for reference purposes czalled the

H
§

n

(

¢

£

il
———

constant emissivity method, rests upon evaluating the unknown calibration
factor, Gi' for each channel through use of a tantalum calibration
run. Specifically Bg. (3-10) is applied tc the measured intensity at the
tantalum melting plateau with a known tantalum emissivity. (36)

I, (T)

G; = (4-19)

€ (Xi,Tm)Fi(Tm)

Primes refer to quantities associated with the tantalum standard and T
is the tantalum melting temperature assumed to be its one atmosphere
value of 3270 K. Substitution of Eg. (4-19) into Eg. (3-8) yields the

following expression for the SCT temperature:

m A
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Il(Tm)e(Ai,T)Fi(T) (4-20)

Ii(T) =

€ ()\i ,Tm) Fi (Tm)

where the sample emissivity E(Ai,T) is the only unknown parameter.
Application of Eqs. (3-8) and (4-19) to individual channels designated i
and j, and a small amount of algebraic manipulation, produces an

expregsion for the TCT temperatures that is analogous to Eg. (3~13).

Ii(T) _ € (Aj,Tm)Ii(Tm)Fj (Tm)e()\i,T)F‘i(T)
Ij(T) \

e (A, T) Ij (T F (T )€ (Kj ,T) Fj (1)

(4-21)

As with Egs. (3-12) and (3-13) two channels «f pyrometiy data enable
the determination of two SCT temperatures with Eg. (4-20) and cne TCT
temperature with Bq. (4-2l). In practice the unknown sample emissivities
e(Ai,T) and E(/\j,T) were assuned lLixdependent of temperature and
chosen to bring best agreement among the SCT and TCT tenperatures for the
entire experimental run, It is important to remember that all measured
intensities represented in Egs. (4-20) and (4-21) are actually
intensities relative to a calibration intensity Io. For this reason
both the tantalum standard and the data run must use the same pyrometer
voltage to intensity transfer function (see Figure 14).

Figure 27 1llustrates the full range agreement achieved with the
choice of endssivities listed in Table 12. For the pyrometric windows of
this study the temperatures are only a weak function of the emissivity.
It is felt that the fact that the emissivities calculated are of the
right order of magnitude represents a positive result. No special

meaning should be attached to the precise values nor the relative

magnitudes among the channels. The sigaificant conclusion is that the
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choice of a reasonable set of emissivities results in close agreement

amcag the SCT temperatures over the full range of temperatures reached in
the experiment. .

A similar computation was done with the data of run U85. The SCT
temperatures calculated exhibited agreement as close as that shown for
run U80, and the emissivities necessary to achieve that agreement are
listed in Table 13. Within the precision of the calculation the
emissivities of Table 12 are consistent with those of Table 12.

Stephen's calculates an emissivity of 0.32 + 0.01 at 650 nm by measuring

(38)

the radiance temperature at the melting point. He then assumes

this emissivity to be valid for a temperature range of 1406 to 2350 K,

Table 12: Uranium Emissivities Derived from Run US0

A epe (0 89 eor )
450 0.40 0.25
600 0.38 Q.48
650 0.37 C.37

Table 13: Uranium Emissivities Derived from Run U85

A, €. {A.) E__{h.)

i L 1 UK® 1
450 0.40 0,44
700 0.37 0.35
900 0.35 G.35

To provide a direct comparison of the constant emissivity tantalum

calibration method with the method that assumes a linear temperature
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“ig. 27 Uranium SCT Temperatures Caiculated with Constant Emissivities

Single channel temperatures are derived from data taken at 450, 600, and 650 nm
using constant emissivities of 0.25, 0.48, and 0.37, respectively. Calibration is
accomplished by using a separate tantalum calibration run in a manner outlined
by Eqs. (4—19) ard (4 — 20). Full range close agreement is obtained with this
choice of temperature independent reasonable magnitude emissitivities,

k)
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dependence, Egs. (3-12) and (3-13) were applied to the data from the two
red channels of run UB0. The agreement among the three temperatures is
illustrated in Figure 28. The necessary tie point was T = 2800 K and H =
0.529 Mj/Kgm and was chosen by extrapolating Stephens data with a

constant Cp. (38)

The Cp was selected as a compromise between
Stephens value, C = 2.04 ¢ 0.5%x10™% M3j/Kgm-K (11.6 + 0.3 cal/mole
K), and one that matches the low temperature end of the current liguid
data, C, = 2.23x1074 Mi/Kgm-K (12.7 cal/mole-K). Although the
emissivities are not a direct result of the tie point method it is
possible to find them through a comparison of the data with its
associated tantalum run. An outline of this calculation and the results
are presented as Table 14 and Table 15 for runs UB0O and UBS,
respectively. 1In view of the many arithmetic operations involving
uncertain quantities the agreement among the uranium emissivities found
in each of the data runs and published by Stephens is excellent. Blue
channel (X = 450 nm) data were not used because the low intensities at
the tie point were believed to be noise dominated, and did not provide an
adequate calibration. The overall temperature dependence of the
emissivity is seen to be very slight and may just be compensating for
inherent inaccuracies in the measurement and calibration procedures.
Figure 29 presents the enthalpy versus tenperature data for runs U8B0
and UB5. Error bars are calculated using Eq. (A-1) with AGi/Gi = 10%
and AIi/Ii = 10% for low temperatures and 5% for higher temper-
atures, Stephen's data taken at 0.1 MPa is plotted also and is least
squares fit for the temperature range of 1407 K to 2348 K by the

following expression: (38)
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Fig. 28 Uranium Ten:peratures Caiculated wii iy Temperature Dependent Emissivities
SCT iemperaiures derived tron data taken at 600 and 650 nm and TCT temperatures
] deduced from the ratio of the intensities of these two channels show close agreement
; over the full temperature range. Temperatures are calculated with linearly dependent
: emissivities and are caliraved to a tiepuint at 2800 K and 0.529 Mj/kgm extrapolated
from Stephins data. 58] Emissivity for the 600 nm channel varies between 0.37 and
0.44 whiie remaining constant at 0.22 for the 650 nm chanpel, "
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Table 14
UB0 Emissivity Determination
Chan A4 AT GiemA T Tina AT G pa(yeTy)
- IiTa (Tm)
1 450 2.21x1073 FAi/T)
2 600 5.70x10 "> 5.86x107  6.20x1072  5.558x1073
3 650 5.05x10"> 5.05x10™3  1.2x1071 5.83x10™>
=€ (A /5500)
1 0.40
2 0.38 1.46¥1072 0.2040.,05 0.37-0.44
3 0.37 1.576x1072 0.3240.05 0.32-0.32
Tie Point Calculation
T, = 2800 K
HTP = 0.522 Mj/Kgm
Tm = 3270 K
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Table 15
U85 HEmissivity Determination
Chan )‘i GiEURO‘i" TP) GiEURO‘i’Tm) IJ.Ta(Al’Tm) GlTa(Al’Tm)
:: A - Iima (Tyy .
3 1 450 7.258x10" FOG, T
" 2700 1.334x1073 1.348x1073 3.0x1072 1.513x1073 .
3 900 1.535x10> 1.595x10™° 4.1%1073 1.810x1073
Chan €xa (A3 /) Gy egry ) € r()y r2500)
-&__ (). ,5500)
1 0.40 "R
2 0.37 4.089x10™3 0.23040.05 0.327-0.338
3 0.35 5,171x1073 0.309+40.05 0.296-0.348
Tie Point Zalculation
T = 2600 K
Hpy = 0.488 Mj/Kgm
Tm = 3270 X
!
i
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H = 0.2449 + 2,039x10™ % (T~1407) (4-22)
The current data are fit with the following least squares expression:

H = -0.2337 + 2.8813x10 4T (4-23)

The enthalpy of Eg. (4-22) is referenced to 0.1 MPa and 298 K while the
enthalpy of Eq. (4-23) is referenced to 0.2 GPa and 298 K. A linear fit
of the data forces the heat capacity, 2.8813x10 7% Mj/kgm K, to be
larger than Stephen's heat capacity and the heat capacity used to
extrapolate Stephen's data to a temperature tie point. The current data
suggests that a lower Cp is appropriate to approximately 3100 K but
that a higher heat capacity better characterizes the material above 3100
K. To illustrate ance again the problem with extrapolating Cp's
measured at lower temperatures to the high temperatures of the current
work Stephens Cp is used to extend his data to 5000 K as illustrated in
Figure 29.

Figure 30 is a plot of the volume enthalpy data of two recent runs

(59)

made an uranium. Enthalpy is referenced to 298 K and 0.1 MPa and

thus includes an enthalpy of c¢old compression given by AH = Vb(lﬂqT)AP
where ¢, the volume thermal expansion coefficient, is 3.78x10"6.(35)
4LH 1s 0.0104 Mj/kgm and 0.0208 Mj/kgm for the 0.2 GPa and 0.4 GPa data,

respectively. The data are least squares fit by the following expression:

A

0

0

1=~3.2539 + 4.2589 (%’—) — 0.9550 (l) 2 (4~-24)
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Fig. 29 Uranium Enthalpy vs Temperature

Uranium data taken at 0.2 GPa. The vertical scale is specific enthalpy referenced to

300 K and cell pressure while the horizontal scale is temperature in degrees K.

Temperatures are derived from data recorded in the 650 and 700 nm channels and

are computed with temperature dependent emissivities. The measurements of Stephens

are shown for comparison and extrapolated with constant beat capacity to the high

temperatures of this work, (58 .
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Also plotted in Figure 30 for comparison purposes are 0.1 MPa data.

So0lid state specific volumes are those of 'Ibuloukian(ﬁo)

(61)

using Hultgren

tables to convert temperature to enthalpy.
(62)

Liquid state specific

volumes are those of Rohr and Wittenberg
(58)

with Stephen's expressions
used for conversion to enthalpy. There appears to be a systematic
displacement to higher enthalpies for the data of this work that cannot
be explained by the enthalpy of compression. Further there is no
resolution beyond experimental inaccuracies between the 0.2 and 0.4 GPa
data which would indicate that none should be expected between the 0.1
MPa and higher pressure data. Because the discrepancy increases as the
temperature goes up it is reasonable to assume that the inherent problems
of the static measurement at high temperature might be the cause of the
off-set. The inverse relation of Eq. (4-24) is given in Eg. (4-25) and
has been used along with Egs. (3-23) to produce the values listed in the
first part of Table 16. -
Y = 0.9885 + 0.3398 H + 0.1964 H°

Vo

(4-25)

Figure 31 presents uranium resistivity measurements made at pressures
of 0.2 and 0.4 GPa, Enthalpy plotted is that due to resistive heating 4
only. The resistivities measured in ref. 13 are shown for conparison and
are systematically higher than those of the current work. A shift to
higher resistivities is consistent with the shift toward higher volumes
necessary to bring the data of Figure 30 intu line with static data.
However, the magnitude of the reguired change in resistivity would leave

it very close to the measurements depicted. The accuracy of the current
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A P=02GPa
12}~ { P=04GPa ¢ 4 )
~—— P = (0,1 MPa, ref 58, 60, 61 A

HH,, — Mi/kgm

1.6 1.8

Fig. 30 Uranium Enthalpy vs Volume 1
Uranium expansion data taken at 0.2 and 0.4 GPa. The vertical scale is specific enthalpy
referenced to 300 K and cell pressure while the horizontal scale is volume relative to an
initial specific volume of 0.052 cm3/gm. Stephen’s data (58)are plotted for comparison .
with the tables of Touloukian (60) and Hultgren (61) used for conversion from temper-
ature to enthalpy. The data of this work exhibit a consistent offset to higher enthalpy. i
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work can be considered to be better than that of ref. 13 because of
improvements in the streak photograhy technique. A least squares fit of

the liquid state resistivities is:

2 3

p=0.3424 + 1.3310 H - 1,1426 H" + 0.6602 H {4-26)
Resistivity as a function of V/V0 can be obtained through successive
application of Egs. (4-24) and (4-26) and will be discussed in Chapter 5.
Table 16 presents the measured liquid uranium properties as described
by Egs. (4-23), (4-25), and (4-26). Enthalpy considered is referenced to
cell pressure and 298 K for columns one, two, and four. However the
enthalpy considered in calculating specific volume is referenced to 0.1

MPa and 298 K. For temperatures below detector response Stephen's

Niobium

Extensive niobium pyrometry data were taken at 0.3 GPa in order to
corroborate results published in ref. 15 and to axtend the range of
temperature measurement above 4000 K. Detector windows were set at
mominal wavelengths of 450, 650, and 900 nm. As shown in Figure 32 the
two longer wavelength channels provide an opportunity to calculate TCT
temperatures with better than the usual precision. This is the result of
the calibration temperature's being high enough to produce significant
and precisely measurable intensity at the two longer wavelengths yet
having sufficient spread between the channels to cause the intensity

ratio to be sensitive to temperature (see Bg. 3-13). Graphed confidence

intervals are computed from Fgs. (A-1l) arid (A-4) using intensity
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Fig. 31 Uranium Resistivity vs Enthalpy
Uranium resistivity data taken at 0.2 and 0.4 GPa. The horizontal scale is enthalpy
refative to 300 K and cell pressure while the vertical scale is resistivity in uQm.
Indicated pirase transitions are taken from Hultgren ‘61! and previous measure-
ments of Shaner, et al {13) are plotted for comparison.
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*Ref, 58

V, = 0.052 cn’/gm

Measured Properties of Liquid Uranium

H*H(TO,P)

0.2420*
0.2843%
0.3250*
0.3426
0.4002
0.4578
0.5154
0,5731
0.6307
(0.6883
0.7459
0.8036
0.8612
0.5188
0.9764
1.0341
1.0917
1.1493
1.2070
1.2646
1.3222

Table 16

V/VO

1.081
1.101
1.120
1.128
1.156
1.185
1.216
1.248
1.281
1.315
1.351
1.388
1.427
1.466
1.507
1.550
1.594
1.638
1.685
1,732
1.781

P (usm)

0.6073
0.6440
0.6774
0.6912
0.7348
G.7760
0.8157
0.8546
0.8934
0.9329
0.9739
1.0171
1.0633
1.1132
1.1677
1.227

1,293

1.366

1.446

1.534

1.631
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uncertainties of 5% in mid-range and 10% at the extremes. Calibration i .
acconplished by assigning a temperature of 2741 K to the prominent
melting plateau, The emissivities necessary to reach the agreement
illustrated varied 20% over the full temperature range for the 650 nm
channel and not at all for the 900 nm channel. Cezairliyan reports a
radiance temperature of 2425 K at the melting plateau for A = 650 nm
which, when compared to a true temperature of 2750 K, yields an
emissivity at melt of 0.340,®%) The present calculation, then, yields
an emissivity varying between 0.32 and 0.39. A variation of this
magnitude may be numerical artifact introduced by imprecision in
measuring the melting point intenstiy.

Figure 323 is a plot of measured enthalpies, referenced to cell pres-
sure, versus the SCT temperatures deduced from the longer wavelength
charnels of two separate runs. Earlier data are plotted to demonstrate
the omsistency of the measurements.(ls) Ligiid state points can be

represented by the follcwing least squares fit:

H =01 + C,T + CyT° (4-27)

3

9]
"

4.0783x10~

., = 2.9706x1072

)]

[p]
\

= 4,1968x107°

The liquid state specific heat is then approximately 5.321x107%
Mj/kgm-k (5.95 R) at 2800 K which is comparable to the constant heat
capacity of 6.10x10™% Mj/kg-k reported in the earlier work. ) also

plotted are solid state measurements made oy Cezairliyan(64) and

Sheindlin, et al.(GS), both of which are in agreement with the current
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: Fig. 32 Niobium Temperature
: Niobium temperatures calculated from data taken at 650 and 300 nm are shown as
I a function of time, Calibration is accomplished by ascribing a temperature of 2741 K
t to the prominent melting plateau. The excellent agreement among the SCT and TCT
i 4 temperatures is typical of the results obtainable when both channels have a strong
. : calibration signal yet are sufficientiy separated in wavelength to cause significant

variations in the ratio of measured intensities over the temperature range.
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Fig. 33 Niobium Enthalpy vs Temperature
Enthalpy referenced to 300 K and cell pressure is shown as a function of SCT
temperatures derived from data taken at 650 and 900 nm. Comparison is made
17 the solid state measurements of Sheindlin, et al 68 and Savvatimskii (66
and previous |E X data covering a lower temperature range.‘””
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data. If the sharp breaks in the curve of Figure 33 are interpreted as
the beginning and ending of melt the enthalpy of fusion is determined to
be 0.30 + 0.02 Mj/kgm. Savvatimskii measures the enthalpy of fusion to

be 0.297 + 0.0015 Mj/kgm. (¢)

Figure 34 presents niobium resistivites computed from the measured

enthalpies of the current work and the 0.2 GPa volumes of the earlier

work. (15) The 0.2 GPa volumes are fit with the following expression up

to an enthalpy of 3.0 Mj/kgm as referenced to 298 K ard cell pressure

(0.2 GPa) .
-~ = C +CH+CH2 4-28
179 S 3 (4-28)
¢, = 1,0109
c, = 4,0652x10™2
¢y = 3.0888x10 ¢

Having a bulk modulus of 170 GPa, nicbium is sufficiently stiff that the
expected separation between specific volume isobars is much less than
measurement errors for IEX range pressures. Thus, BEq. {4-28) is
applicable to the current 0.3 GPa data but, because of a lower specific
volume boiling point, does not cover the full 4 Mj/kgm range of the
recent measurements. Tor this reason the resistivities of Figure 34 are

truncated at 3.0 Mj/kgm. Liquid resistivities are fit by the following

expression:

P =C, + CpH + CH (4-29)
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Fig. 34 Niobium Resistivity vs Enthalpy
Resistivity in u$2m is shown as a function of enthalpy referenced to 300 K and cell
pressure. Agreement is c);ood with the solid state measurements of Cezairliyan (64
and Sheindlin, et al 165} but Jess perfect with the melting point measurements of
Savvatimskiji.
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C = 1.0942

C, = -1.2317x10""

Cy = 8.7008x10"2
Also plotted for comparison purposes are Cezairliyan's resistivities
which are fit by the expression: (64)

-4 -8 .2
p=0.1074 + 3.396x10 ° T - 1.823x10 ~ T (4-30)

The data of Sheindlin, et al. are used to convert from enthalpy to

temperature, (65)

Agreement of tha current data with Cezairliyan's
earlier results is very close. However, Savvatimskii's measurement of
the solid and liquid resistivities at the melting point are approximately
5% higher than ours and Cezairliyan's.

Egqs. (4-27), (4-28), and (4-29) are used to genherate representative
valves listed in Table 17 for liguid state niobium. 5o0lid state
temperatures and resistivities are either data or literature values,
while specific volumes are computed from EJ. (4-28). Enthalpy is
referenced to cell pressure for all parameters and is thus only that

added resistively.

Niobium-Hafnium

Equation of state and resistivity measurements have been made on an
alloy of niobium and hafnium, labelled here NbHf. The nominal compo—
gition includes 10% hafnium, 1% titanium, 88% niobium, and trace amounts
of zirconium, tungsten, tantalum and lesser constituents. Temperature

data were taken at 0.3 GPa while density and resistivity were
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Table 17
L Measured Properties of Niobium
E
{
? T (K) H-H (T /P) Mj /kgm V/voT 0 (uam)
i
: 400 0.2074* 1,012
3 800 0.1412% 1.017
f 1200 0.2623% 1.024 0.48
: 1600 0.3919+ 1.032 0.60
4 2000 0.5322+ 1.041 0.72
? 2400 0.6862% 1,053 0.83
: 2741 (1) 0.830 1.066 0.90
2741 (S) 1,133 1.097 1.066
2800 1.1649 1.100 1.059
3200 1.3844 1.126 1.090
L 3600 1.6174 1.157 1.123
E 4000 1.8638 1.194 1.167
1 4400 2,1236 1.236 1.225
- 4800 2.3969 1.286 1.299
§ 5200 2.6836 1.342 1.3%0
- 5600 2.9837 1.407 1.501
= 6000 3.2973 1.481
: 6400 3.6243
f - 6800 3.9647
! 1
- *Ref. 65
1 T Ref. 15
Vo = 0.117 am’/gn
;«-
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measured at both 0.2 GPa and 0.4 GPa. For these pressures no parameters
exhibit any discernible dependence upon pressure, i.e. ti re is no
resolution between the 0.2 GPa and 0.4 GPa isobars for ti - specific
volume data.

Enthalpy versus temperature data are plotted in Figure 35. A
oompar ison of Figs. 33 and 35 reveals quite similar data traces with two
possible exceptins. First, assuming ‘each material was driven as close
as possible to the liguid vapor two pha,ée boundary, the NbHf required
nore enthalpy addition to traverse the liquid regions and thus achievéd
higher temperatures. Secondly, the melting plateau is less sharply
defined for NbHf, as might be expected for the alloy melting transition.
although full range agreement among the graphed SCT temperatures is
excellent some qualification is necessary in interpreting these data.
Calibration was accomplished by assigning to the melting plateau a
temperature of 2741 K (see Egq. 3-10), which is the melting point of pure
niobiuwn and not necessarily applicable to the alloy. The NbHf melting
point might actually be suppressed as it was in gold-copper or it could
be higher than that of pure niobium. In the absence of a suitable phase
diagram it was felt best to use tne niobium number. This choice is
vindicated somewhat by the resulting qverall consistency of the
calculation. Experience has shown that an improper choice of calibration
point leads 0 difficulty in achieving agreement among the independently
determined temperatures. The error flags of Figure 35 are identicelly
thuse of Figure 32 and do not accommodate the above discussed possibility
of a large gystematic error. The entire range of liquid NbHf data are

least sguares fit by the following expression:
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Fig. 35 Niobium-Hafrium Enthalpy vs Temperature
Enthalpy referenced to 300 K and cell pressure is displayed as a funclion of SCT

temperatures derived from data taken at 650 and 900 nm, Calibration is
accomnplished by assuming the rather indistingt melting plateau of the alloy to
occur at the melting temperature of pure niobium.
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2

H=C; +C,T + CyT (4-31)

C, = -0.33655
c, = 4.4606x10™3
Cqy = 2.0857x10™8

where enthalpy is again referenced to 298 K and the cell pressure.
For completeness the results of three recent. volumne measurements on

Nbif are graphed in Figure 36. (%)

The plotted data are representative
of several runs made at 0.2 and 0.4 GPa with the 5% uncertainty intervals
appearing to model well the scatter. The full range of expansion is

least sjuares fit by the following expression:

2 24
- \"4 v \YJ
Hz(“l*'czlx‘f']“"c_g{v_\ +C4{V“ (4-32)
\ "0/ { Yo | { Y0 |
Cl = -16.789
Cz = 25,814
C3 = =10.346
C4 = 14,010
The inverse expressicn is:
vV _ 2
% = Cy + CH + CH (4-33)
Cl = 1.0165
C, = 5.3616x107
cy = 2.7721x207

e
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where it was necessary to truncate the range to less than 4.5 Mj/kgm in
order to achieve a reasonable low order fit.

NbHf resistivities are plotted in Figure 37 as a function of
enthalpy.(m) The resistivities of the alioy are quite similar to
those of niobiun which can be seen by comparing Figs. 34 and 37. The
exterded range of the alloy data is made possible because the 0.4 GPa
pressures suppress boiling to higher enthalpies and lower densities.

Liquid state alloy data are fit as follows:

2

p=Cy +CH+CH (4-34)
¢, = 1.1114

C, = —1.2459x10'l

C, = 8.5500x1077

\43 Ve JJdo

Enthalpy 15 again only that due to resistive heating.

Bys. (4-31), (4-33), and (4-34) are used to generate the numbers
tabalated in Table 18, 2 comparison of Tables 17 and 18 reveals that in
the liquid state the enthalpies necessary to reaching a given temperature
are consistently less in NbHf than for niobium. Solid state enthalpies
are quite similar for the two materials. Measured volume expansions are
equivalent. as a fuxtion of temperature but the alloy requires less
enthalpy to get to the same expansion. Further refinement of the
temperature data is pos:cible should the necessary melting point data

beocome available.
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Fig. 37 Niobium-Hafnium Resistivities

Resictivity inullmis displayed as a function uf enihaipy referenced to 300 K and ceii
pressure for data taken at 0.2 and 0.4 GPa. The transition from the solid to the liguid
state is less sharply defined than for pure niobium,
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Table 18
Measured Properties of Niobium~-Hafnium i

T (K) H-H (T, P)Mj /kom AN p (um) i
400 0.0274% 1.018 0.30°
. 800 0.1412¢ 1.025 0,43 |
1200 0.2623% 1.032 :
1600 0.3919+ 1.042 0.55* ]
2000 0.530" 1.052 0.76 :
2400 0.690" 1.067 0.90" :
2741 (1) 0.830" 1.080 1,97
2741 (8) 1.0428 1.103 1.104
2800 1.0759 1.106 1.106
; 3200 1.3044 1.134 1.124
i 3600 1.5396 1.165 1.152 1
¢ 4000 1.7814 1,200 1.191
: 4400 2.0299 1.240 1,241
| g 4800 2.2851 1.284 1.302
: 5200 2.5469 1.333 1.379
é.; 5600 2.8155 1.387 1.469
?' 6000 3.0907 1.447 1.574
] 6400 3.3725 1.513 1.694
6800 3.6611 1.584 1.832
7200 3.9563 1.663 1.988
7600 4.2582 1.747 2.162

* Ref. 65 for Niobium
T Data Figure 35
' Data Figure 37

3
Vo = 0.113 cm’/gm
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5. FELBECTRICAL, RESISTIVITY AND EQUATION OF STATE MODELLING ]
This chapter is devoted to the rudimentary beginnings of using the

data presented in the previous chapter to reach some basic understanding

of liquid metals. The basic theory applied, labelled by Ziman "the

(17) is not new and has been widely :

method of neutral pseudo—-atoms",
discussed in the literature for the past twenty years. Wwhat has emerged
is a theory'rife with necessary simplifications and adjustable parameters

to be determined empirically. The major value and innovation of the

calculations presented here is that they take advantage of a much broader

k!

7

range of liquid metal data than has been available previously. Because A
!

of these data it has been possible to subject the theory to calibration _%
peints at much higher temperatures and pressures and lower density than ¥

b

were formerly attainable.

Electrical resistivity is the primary material property modelled, and

extensive calculations are presented on liquid lead and liquid uranium.

el S S

Lead has been chosen because of the free electron like nature of its
conduction electrons while uranium presents a much more complex case
having d and f bands near the Fermi surface., It is believed that Ziman's

nearly free electron model of a metal should be applicable to both

A M a3 T i T Sk

materials although the theory has a somewhat simpler form for lead whose

i g g it

conduction electrons retain inherent s and p characteristics., For lead
it is possible to use non-unique screened ion model potentials to

characterize the scattering of the "free" electrons by the ionic cores,

o

while for uranium it is necessary to use the t matrix of a muffin tin it

potential to calculate the relevant scattering cross secticns.(sg)
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This chapte: will begin with an elementary development of the nearly
Eree electron expression for liquid metal resistivity. This is shown to
depend anly on the interaction potential between an electron and a single
ion plus the distribution of the ions. The necessary distribution
function is obtained by treating the ionic cores as hard spheres and
amploying the hard sphere pair distribution function as developed by
Ashcroft and Lekner from a known solution to the Percus-Yevick

(4n Among the issues to be discussed will be the choice of

equation,
hard sphere diameter as a function of liguid density, and the selection
of an appropriate dielectric function to properly account for the
otherwise neglected electron-electron interactions and electron
correlation and exchange effects. Next the computations on liquid lead

resistivity vill be presented along with scme parallel but slightly

different equation of state calculations using a code developed by
(69)

Ross'“*! from a theory outlined by Jones. Finally, the results
of t-matrix calculations on liguid uranium will be discussed with
allusions to posiible methods of improving the agreement between data and

theory.

Nearly Free Electron Resistivity

In the nearly free electron theory of metals the metal is considered
to be a matrix of ionic cores, each consisting of a nucleus plus the most
closely held electrons, immersed in a sea of conduction electrons. The
cores have an effective charge Zopp @nd the conduction electrons tend
to form screening clouds about each ion. The usual practice is to ignore
the screening initially in deriving an exprescion for electron-ion

interaction potential, and incorporate it later on in the form of a
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dielectric function. With this simplification each conduction electron
can be considered to move independently of the others in a field € due to
the ionic cores. In concert with Reif's treatment of this situation the

equation of motion of each conduction electron is: (7¢)

dvz
m-—===et >V, =V, + ect (5-1)

dt
where v, is that component of velocity in the direction of the
impressed field. If the system is assumed to be in equilibrium just
after a collision the net component of the particle velocity will be zero
at time t = 0. Letting v be the average time between ccllisions the

average velocity of a particle in the direction of the field will be:

< v, = o (5-2)
The current density may be given as:

3y T Me® SV, 7T Zapp IOV, = 0T (5-3)
which is an expression of Ohm's law where n is the ion density. Zots ig
the number of free electrons per ion, and 9 is the electrical
conductivity. The resistivity, defined as the reciprocal of the
conductivity, is:

=0 __
p = ? (5‘4)
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Bg. (5-4) expresses the resistivity of a metal, a fraction of whose
electrons may be considered to move freely independent of each other
under the influence of a spatially uniform field for an average time, T,
between collisianal encounters with the ions. In modifications to make
the model more realistic it is commcn practice to retain the form of Eg.

(5-4) but to accommcdate the electron's periodic potential environment

with an effective mass in place of true mass, and to incorporate

electron-electron interactions in the calculation of T, the relaxation

i

time.

Following a development originally suggested by Mott(n) and

FOLR

discussed in detail in Appendix C the relaxation time may be expressed as:

. -

T
1 2 y
== ZWKE‘[. (1-cos6) P (6) sinbde (5-5)
£
0 a

where 8 is the angle between incident and scattered wave vectors, Kf is

the wave vector magnitude of a free electron at the Fermi surface, and
P{0) is a transition rate derivable from time dependent perturbation

theory. (72)

Implicit in Eg. (5-5) is the assumption that only those
electrons very near the Fermi surface participate in the scattering
process, P(0) is given by:
] 21 EES LA .2
P(8) = Pﬁlﬁﬁ = |<K+q|W(r) |[K>|“n(E") (5-6)
where W(_f) is the scattering potential experienced by the electron due to

the ionic cores, and n(E') is the density of states available to the

electran at the Fermi surface. If it is assumed that the potential,

- L i i e
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W(t), can be expressed as the sum of the potentials due to the N ion

sites it is possible to factor the matrix element as followS:(73)

Keg[w (D) | = s(@ Kiglw@) (K> (5-7)
where

>

e

ig-r.
Z e 3 (5-8)
j

2

Cs(Q) =

is the structure factor and w(;) is the scattering potential due to a
single 1ion. The normalized Fourier transform of this single ion
scattering potential is known as the form factor. Using the
transformation q = 2Kf sin % in Eg. (5-5) and substituting the

result into By. (5-4) the expression for the free electron resistivity

becomes:

1

_3mp
p= 22]

he Ve 0

3
5% (@) k@) ”"”2“(73;) a5 | (5-9)

Q2 is the volume of the system and v, is a velocity related to the

Fermi energy and the Fermi wave number by the free electron expressicn
_mvE h7Kf
Ee=—==m -
In order to implement Bg. (5-9) it is necessary to obtain a
representation for the structure factor, S(q), to model the ion electron
potential, and to provide a modification of the form factor that will

accommodate electron-electron interactions and electron correlation and

exchange effects. While in principle 5(q), the Fourier transform of the
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pair distribution function, is directly obtainakile from diffraction

exper iments, (74,75)

there exists o data over much of the temperature
range of this work. However, a closed form expression for 82 (@) has
been obtained by Ashcroft and Lekner<47) who assume that the ion-icn
interaction is the dominant phenomenon in determining the ionic
arrangerment in a liquid metal, and model that interacticn with a hard
sphere potential. Subject to these assumptions they solve the Percus-
Yevick equation for the factor a(q) = NS2 (@ . In terms of this factor

the resistivity may be expressed as:

1
3nQ 3 3 -+ o 3

b= _[. a @) [kelo D) &1 4(53-) d(ﬁ%—) (5-10)
hevy <o £ £

where % is the volume per ion and flkv = myg. The Percus-Yevick

derived factor is then:
- -1
a(go) = {l-nc(go)] (5-11)

where o is a hard sphere diameter, n is the ion density, and c(qo) is

given by:
1

c(qo) = ~4mo" fo ds % 3%33‘1)- (a+BS+SY) (5-12)
with

n = 1/6 no

a = (L+2n) 2/ (1-m*

g = ~6(141/2) 2/ (1-n) ¢ (5-13)

vy = (1/2)n(1+2n) 2/0-m*?

b .y —— N e oo
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Tre principle methad employed for determining a suitable hard srhere
diameter with which to irplement Bg. (5-10) rests wou requiring the
packing fraction, n, to be 0.45 on the melting curve (liquidus), a value
for which caleuiated a{qs) fit the neutron diffraction data of Sharrah,
et al., in tne case of liquid lead. (74) For a given temperature, T
it is possible to determine the melting voluwe using E4. (4-7), where
V‘m is the volume at the solidus. "\)L, the volume at the ligquidus, can
then ke obtained by adding a AV which is assumed to be approximately the
same increment prevailing at the normal melting temperature. VL can
then be used with the first of Ejy. (5-13), the packing fraction
expression, to find a value for 0, the hard sphere diameter. The
relevant quantities are shown schematically in Fig. 38 and the resulting
hard sphere diameters conputed for liquid lead are graphed in Fig. 39.
The function ai{go) is thus fully determined.

The unscreened electron ion interaction potential, m(?) , 15 mot
uniquely determined. It is cammon practice to choose both the form and
the adjustable parameters of w(?) to achieve zgreement between data and
calculaticn, One form found to work particularly well with lead is a

combination of coulombic and exponential terms usually identified with

Harr ison(76) and discussed in detail by Egelstaff. (77
“2 o€ -r/R
wir) = —Esce " © (5-14)

Evaluation of the matrix element with this potential function produces

the Harrison bare sphere form factor:
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Fig. 38 Melting Linc Quantities for Lindcmann Scaling i
Thivis a schematic iepiesuniaiion of the quantities necessary to the Lindemann i
scaling law as expressed in Eq. (4—7). Given any temperature, T, , it is possible to H
compute the "melting volume”, V., using the normal melting volume, Vy, and i ’
the normal melting temperature, T, V|, the volume at the liguidus for tempera- { i
| ture T, is used with a known packing fraction to find a hard sphere diameter. i
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Fig. 39 Hard Sphere Diameters for Liguid Lead

The hard sphere diameter in angstroms is shown as a function of volume normalized
10 Vg =0.088 cm3/gm. Comparison is made between diarmeters calculated from

Lindemann melting point scaling of Eq. (4—7) and Helmholtz free energy minimi-
zation as computed in “MET"", (81)
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2 3
4z __ e 8TCR .
ff 1
Vi) ={—5—+ 3 (A (5-15)
d (@)’ ) °

where C and RC allow a two parameter fit to the resistivity data. The
choice of w(r) and derivation of Bg. (5-15) are further discussed in
Appendix D along with several cother form factors. The guiding philosophy
of these modelling calculations has been to choose an ion-electron
interaction potential based aon physical considerations with the minimum
number of adjustable parameters necessary to obtain a good fit to
available data. This has resulted in local potential form factors
analogous to Eq. (5-15). The approach has been used by Ross(44) and

(78)

Wallace amng others who have chosen pseudo-potential parameters

based upon matching resistivity and phonon gpectrum aluminum data,

respectively. This methodoloay should be omtrasted to the more usual

approach described by Anamalu and Heine(79) (80)

(81)

and used by Sunstrom
and Evans among others (see Appendix D).

In order to achieve reasonable computational results it is necessary
to modify the bare sphere form factor with a dielectric function to
account for electron-electron interactions. For this purpose the Lirnhard
dielectric function given by:

me l-x2

e(g) =1 n
5 T],ﬁ3fo2 2X

+ 1 (5-16)

(82)

with x -Z%f- has been found to be appropriate (see Appendix D). A

further modification proposed by Hubbard and Sham(83’84) and
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specifically applied by wallace (/8

accounts for exchange and
correlation effects., The form factor used for the calculations of this

work is then:

T Vi(q) -
<K+glw(r) |K> = [+ e (@ - {i-g(@ 1 (5-47)

where g(qQ) = q2/2 (q2 + M:(g) .

The parameter A is calculated in a manner outlined by Brovman, et
al: (85)

= T 0.0IssT (5-18)

where ag iz the Bohr radius and 2 differs from 2 only due to the small
second term in the denominator which introduces the effect of eilectron
correlations.

The combination of Egs. (5-10), (5-11), (5-15), and (5-17) is
sufficient to compute the liquid metal resistivity. The independent
variable is the specific volume, V, and the calculation is initiated by
choosing V and from that finding the values of wave number and velocity
] L [’BHZNaZeff'} 1/3 K¢
at the Fermi surface. Kf =-L—————‘v—,——-—-J and Vg = o are the free
electron values for these quantities with Nazef.f being the number of
free electrons in the volume V. The integral in Bg. (5-10) is evaluated
nunmer ically choosing values of g from just above 0 to a maximum of
2Kf. Tne process i< repeated for each new value of V until values of
resistivity have Izen computed for the entire range of measured specific

volumes. Data are needed in order to associate a given temperature with

each choice of specific volume, the temperature being required to compute

il

. U

i

L L e i




e ot o L M L P Bl LS ¥ T TR N T o T

a hard sphere diameter (see Bj. 4-7 and Fig. 38). A comparison is made
between computed and measured resistivities, and the parameters of the
pseudo-potential (see By. 5-15) or the effective number of free electrons

per ion, Zopgr are varied until the best agreement is achieved,

Electrical Resistivity and Fquation of State Calculations on Liquid Lead

Fig. 40 compares resistivity data with pseudo-potential calculations
made on liquid lead, The data are the 0.3 and 0.4 GPa traces while the
calculations employ either the Harrison bare sphere form factor of Eg.

(5-15) or and Ashcroft hollow core form factor listed belcm:(w)

—41rzeffe.2
Vig) = ~———5~— C0S (qRC) (5-19)
q
Eq. (5-19) represents a bare sphere form factor derived from the
following potential:
0 r < Rc
Vir) = ¢ _ 2 (5-20)
Zeffe
—— r >R
Y c

The hard sphere diameters of Fig. 39 are common to all the

se lalwlied MET. ‘Lhese diameters make use of the
data of Kirschenbaum et al. (7) for volume expansions between 1.1 and

1.3 and the current temperature-volume data for expansions between 1,3
and 2.3. Because of the lack of temperature data at higher expansions ©
was allowed to vary linearly between 2.4 and 2.3A for 2.3 to 4.0 fold
axpansions. "ME'P"(Zl) calculations employ the bare sphere form factor
of Bg. (5-15) but use a hard sphere diameter obtained by minimizing the

Helmholtz free energy with respect to the hard sphere diameter. (69)




144
L S R R B L B
2%.0f —— p=35Ryda,’ r =030a,,Pb33 .
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Fig. 40 Liquid Lead Pseudo-Potential Calculations

f‘i Q”m-—,,

Lead resistivity data taken at 0.3 and 0.4 GPa displayed as a function of volume
normatized to Vg = 0.088 cm3/gm are compared 16 pseuda-potential calculation:.
The calculations are done with Ashcroft hollow core and Harrison-Wallace bare
sphere form factors employing screening of various degrees of sophistication.
Results show that liquid lead resistivity is a strong function of volume and that

nearly free electron theory is capable of medelling this only for relatively small
€xpansions,
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These latter hard sphere diameters which are tabulated in Table 19 are
plotted in Fig. 39 for comparison purposes.

To demonstrate the effect of screening the Ashcroft hollow core form
factor is used both with simple Linhard dielectric screening and the more
coiplex screening of Eq. (5-17). In both cases the parameter R, is the
0.57 A chosen by Ashcroft to produce a form factor that correctly
pradicts the known band gap of lead. (18) The more complex screening
nroduces slightly better agreement with experiment but neither
calculation produces the dramatic growth in resistivity measured at
higher expansions.

The initial choice of parameters used with the Harrison-Wallace form 4
factor, Eg. (5-15), was based upon those reported by Harrison.(%) He |
models measured dispersion relations rather imperfectly with two sets of
paranmeters, the first being § = 96.9 ryd-as, R_ = 0.31 ay and
the second being § = 19.6 ryd-ay, R = 0.30 a. In these
calculations f.= 8 nCR and is held constant independently of R .

By trial and error the best fit to the resistivity data was obtained

using B = 55 ryd—ag and Rc = 0.30 ag- The calculational

sensitivity to 8 and RC is illustrated by two additional traces, onhe

with &= 55 ryd ug and B, = 0.18 ap, and a second with B =

35 ryd—ag and Rc = 0.30 ag- These variations show that

resistivity can be off-set to higher or lower values with a change in

these parameters but that the overall functional dependence on specific

volume is not appreciably altered. .
One further variation tried in order to better model the data was a

change in the number of free electrons per ion. It seems reasonable to

assume that ¢t the higher expansions there might be a tendency for some
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of the electrons that were free at more normal densities to associate
themselves more closely with individual ions. Using this reasoning the
pseudopotential parameters that gave the best fit with a Zagg of 4 were
tried with a I of 2. The result graphed in Fig. 40 was a lessening
of the resistivity, further widening the discrepancy between data and
calculatian. It was possible to bring the Zogp = 2 calculation into
line with the best Zogg ® 4 curves by reducing B to approximately 30
ryd ag . However, the dependence upon relative volume is still
almost linear rather than the steep erponential required to model the
data.

Table 19 summarizes the equation of state and resistivity

calculations done with the computer code "MET". (21) As has been

pointed ocut MET implements the theory discussed in detail by Jones(eg)
ard makes use of the Harrison-Wallace form factor, Ba. (5-15). The first
three coluiins OL Table 19 are data while the last five columns list
computed values. Volume-temperature data are appropriate to 0.4 GPa so a
oompletely successful calculation should reproduce 0.4 GPa in the column
labelled pressure. The best fit resistivities were obtained using £

= 57.5 ryd a; and R_ = 0.31 a;. The resistivities, sound

speeds, and packing fractions all appear reasonable while computed
pressures are totally unrealistic. 1n an attempt to obtain a more
realistic pressure without altering the transport properties an overlap
potential of the Born-Mayer form was incorporated into the calculation.
Benedek calculates the two-body overlap potential using nonrelativistic
Hartree-Fock wave functions and expresses the result in the form, ¢

= ne®P (87) 4o Gotermines the parameters A and p from a least

squares fit of several of these calculations performed for separation
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Table 19
MET Calculations on Liquid Lead

3 Press Us Packing
T(K) Vol/mole cm V/V0 o (u$im) (GPa) kw/sec Fraction g om
fi 600  19.35 1.06 0.933  -~16,7 1.2 0.449  3.02x107%
, '3 1600  21.50 1.18 1.214 -15.3  1.18  0.382  2.86x10°%
: E 2000 22,54 1.235  1.3¢4  -15.0 1.13  0.313  2.82x10°8
é % 3000  25.39 1.39 1713 -14.2 116  0.258  2.75x10°°
! % 4000  28.53 1.56 2,134  -13,4 0.8  0.217  2.70x1078
g' 5000  32.58 1,78 2.696  -12.5  0.76  0.181  2.65x1070
3 % 5980 39.34 2.16 3.665 -11.5 1.27 0.143 2.61x107%
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distances between 1.99 and 2.39A, which correspond to compressed states
for lead. Nearest neighbor distances for the expanded liquid states of
interest to current calculations are on the order of 4A or more. Not
surprisingly Benedek's calculated parameters, A = 1.566x104 ryd and 0
= 0.361 A vield an insignificant overlap potential at the interatomic
distances characteristic of expanded liquid lead. Subsequent adjustment
of these parameters to raise the potential led to greater than solid
density packing fractions and nonconsistent thermodynamic properties.
The effects of ionic core overlap apparently cannot be made to model the
physics of the expanded states of lead.

In reviewirg the calculations illustrated in Fig. 40 some broad
conclusions may be reached. First, it is quite possible to precisely
model measured liquid lead resistivities over the very limited range of
previous data with a variety of form factors and a range of reasonable
form factor parameters. Secondly, dispersion relationship modelling is
not sufficiently precise to yield an unequivocal choice of form factor.
Finally, while pseudo-potential theory appears to be effective for low
specific volumes it fails to predict the correct volume dependence for

resistivity over the highly expanded states of the current measurements.

Uranium T-Matrix Calculations

In the event that the conduction or valence electrons are not S Or p
like the weak scattering criterion inherent in the cross section
calculations based upon Eg. (5-~6) is mot automatically satisfied by the
screened coulomb pseudo-potential approach discussed so far. As pointed
out by Ziman what is needed is a quasi-potential whose matrix elements

(17)

give the true scattering amplitude from the ionic cores. Such a
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matrix is most commonly referred to as a t-matrix. The conduction
electrons of uranium are known to exhibit d and £ character making it
necessary to pursue t-matrix formalism in calculating uranium
resistivities. Skipping for the moment the justification, the t-matrix
calculation is quite similar in form to the pseudo potential

calculation. Resistivity is given by the following expression:
1
3InQ 3
0= 0 f alg) |E®.K" 2% 4 o d(%——) (5~21)
ezh\fé 0 f ] £

where all quantities are identical to those of BEg. (5-10) with the
exception that the t-matrix kas been substituted for the screened coulanb
form factor. The t-matrix gives the probability of an electron in state

|T<> being scattered into state | K'>and can be written as: (68)

2
t®,E) = -—-z-"-h——ﬂj ?\%—Z(Zhl)sinng(E) explin, () 1P, (cos6)
m{2mE) o - (522
-22)

The ng's are phase shifts calculated at energy E.
Qualitatively, the conduction electrons are again assumed free and
are thus represented as before by a plane wave. The plane wave may
be expanded into a set of spherical waves given by:
o

>

R z (2£+1)iljg(Kr)Pz(cose) (5-23)
2=0

where each component or partial wave is associated with an angular

womentum V¢ (1+1) HA . (88) Upon interacting with an ionic core

different components experience different phase shifts, UP each of
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which depends upon the free electron's energy and the potential used to
compute the phase shift. The advantage of using phase shifts to describe
the scattering potential is that, although quite deen interaction
potentials may be modelled, the form of the t-matrix, Eq. (5-22),

automatically satisfies the weak scattering criterim.(l7) This is

because only those porticons of ng over and above multiples of 2 m enter
into the calculations. Shifts greater than 2 7 correspond to rapid
oscillations within the potential well, and are indicative of large
electron kinetic energy which cancels the effect of the deep attractive
well.

As with the pseudo-potential calculation the electrons participating
in the scattering are considered to be near the Fermi lew2l in energy,
and the Fermi energy is a function of density or specific volume. It is
therefore necessary to obtain the phase shifts as a function of specific
volume in order to calculate resistivities., PFor uranium it was felt that
the conduction electrons could be adequately described by s, p, 4, and £
components, The required phase shifts were obtained by extrapolating

self consistent augmented plane wave calculations of McMahan(zo)

from
the compressed volumes at which they were made to the expanded regime of
the current data. A linear fit produced the following expressions for

phase shifts good from normal density to two fold expanded:

n 0.82 (V/VO)— 2.64

s .
np = O.63(V/V0)— 1.73
nd = (0.015 (V/VO) + 5.5 (5-24)

Ng = -0.39 (V/VO) + 1.38
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The Fermi energy was also taken from McMahan's APW calculation and is fit

by the following expression:

2
_ - [ v V071
Ee = [4.39 3.4@(\,—0’ + o.s(v ix10 =7 ergs (5-25)

0

Usirg this energy Kf is derived from the usual free electron
relationship, Ke = [Emeffaz,1 1/2.

Fig. 41 displays the results of the uranium t-matrix calculation with
the measured resistivities of Table 16 for comparison. It should be
pointed out that the computation does rot depend upon a choice of Zofpe
the number of free electrons per atom, because Zogs enters in only
through Kf and Kf is derived from the APW supplied Ef's. The most
evident result of the calculation is that direct application of Eq.
(5-21) with m*/me = 1 yvields resistivities that are an order of

~agnitude above the measured values and show the wreng specific volume
dependence. Several factors are eligible contributors to this
discrepancy. The calculation is sensitive to the phase shifts used, and
it could be that the AI'W calculations that proved self consistent for
compressed uranium are not applicable to the expanded states and
therefore supplied inappropriate phase factors. It could also be that
the conduction electrons in uraniun are inadequately described by the
assumed free electron dispersion relationship, E = ﬁ%‘?- , and that this
inadequacy has a pronounced effect on the resistivity.,

In an effort to improve the agreement between the t-matrix
calculation and measurement a purely pragmatic approach has been

adopted. It was heuristically assumed that the phase shift and Fermi

energies derived from the APW calculation were truly representative of
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Fig. 41 T-Matrix Calculations on Uranium

T-matrix calculations on uranium are displayed as a function of volume normalized
to Vg = 0.052 cm3/gm. Necessary phase shifts and Fermi energies are provided
from a selfconsistent APW calculation done by McMahan, 120) Results indicate that
the data are best maodelled with an etfective electron mass of m* = 2.6 m,,.
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the physics of liquid uranium., It was further assumed, then, that the
ocomputational discrepancies arose from an incorrect assunption on the
relationship between Ee and K, and that good agreement could be
produced by varying this relationship. This variation was achieved by
retaining the free clectron form but changing the effective mass, m*, of
the electrons. As shown in Fig. 41 it was possible to attain reasonable
agreement between theory and measurement by using m*/me of 2.4 to 3.0.
The low specific volume resistivities are well modelled with m"*/me =
3.0 while high specific volume requires m*/me = 2,4 for accurate
calculation. Resistivities at expansions betwee 1.2 and 1.6 are best
calculated using m*/me = 2.6. The implication is that whatever the

actual configuration of the Fermi surface is it must exhibit a changing

1 1 32E

Mm% 22 OK;oK.
ij bi} 1775
One rather subtle dependency of this calculation concerns the

curvature with density since

effective number of free electrons per ion. As previously pointed out
the wave number at the Fermi surface is deduced from the APW calculated

Fermi energy. It is also possible tn calculate from ]E:f az

eff
through the following relationship: (89)
[ 2nE, 3/2
boff = "%."L"‘é‘f‘J (5-26)
€ 3In"n Ll A .

where n is the ion density. Table 20 lists the APW supplied Ef's along
with the resulting Ke's and Zeff's for two choices of effective

mass. It can be seen that the use of a specific volume dependent Fermi
energy results in an effective charge which also varies with volume. 7he
Zoek dependency has sone intuitive physical validity. One might expect

the number of conduction electrons per ion to drop as the density goes




V/V,
1.0
1.1
1.2
1.3
1.4

1.6
1.7
1.8

1.9

2.0

Fermi Surface Parameters of Liquid Uranium

Ef Jjoules

1.73x1078

1.55x10"18

1.39x10718

1.24x10718

1.11x10°18

1.00x10718

9.02x10" 12

8.20x10™1?

7.54x10" 1

7.04x10”-2

6.70x10" 2

Table 20

nﬁ/me =1
]Kf‘“-l N2
1.68x10%° 3.34
1.59x10%0 3.12
1,51x1010 2.89
1.43x10%0 2.65
1.35x10%0 2.42
1.28x101° 2.20
1.22x1010 2.01
1.16x10%0 1.85
1.11x101° 1.73
1.07x10%0 1.65
1.05x100 1.61

2.71x1010

1.57x1010

2.43x1010

2.30x1010

2.13x1010

2.06x101C

1.96x101°0

1.87x1019

1.79x1010

1.73x1010

2.00x10%7
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2.6

cff

14.00

13.09

12.10

11.10
9.76
9.23
8.44

7.77

6.91
6.75
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dcwn because the "free" electrons should associate themselves more and
more with individual ionic cores. 1In the limit of large separation there
should remain only neutral atoms and no shared electrons. In uranium
there are three 5f, one 6d, and two 7s electrons which might exist at

energies within the conduction band, The normal density Zogf of 14

necessary to compute a reasonable resistivity seems too high while Zags

= 3.34 implied by the m*/me = 1 calculation is low, These values are
merely artifacts of forcing the nonsimple uranium conduction electrons

into the free electron formalism.

Another feature that warrants some examination is the dependence of

i

the resistivity upon effective mass. As revealed in Egs. (5-21) and

g

{5-22) the electron mass enters directly into the resistivity both

FEp—"

through the t-matrix and in the coefficients of the g~space integral.

The coefficient term v% contributes an m2 dependence through the

oo g 03

relation mv. = ‘ﬁ_ktf while the squared wagnitude ot the t-matrix is
Col proportional to m3 for an overall m T resistivity dependence.
Intuitively, larger electron masses should result in more lethargic

transport yielding higher resistivities, In opposition to and overriding

———
L > Ny S T R T

this effect is the lessened scattering of the higher masses. The net

5 effect in this formulation is a resistivity that decreases with effective
! % A perplexing result that awaits better knowledge of the liquid state
F . dispersion relationship is the fact that higher effective masses better

; model higher density states while slightly lower masses are needed to

:- calculate the lover density states. Through the definition,

m¥ .,
1 % . Ty

=1j‘§ ook, r larger effective masses correspond to dispersion
1 i3
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relationships with little curvature, or "flat bands" as they are known.
Free electrons, having a parabolic dispersion function, have nore
curvature meaning smaller effective masses. Physical reasoning wouid
indicate that the behavior of the conduction electrons should be more
free electron like near normal density but should move to higher masses
as the material expanded. The calculation indicates the opposite trend.

In summary, the t-matrix resistivity calculation using APW generated
phase factors and Fermi energies produces resistivities with bcth the
wreng magnitude and wrong specific volume deperdency. Due to the assumed
complex nature of the conduction electrons it was deemed reasonable to
model them as other than free electrons through the choice of a larger
effective mass. An effective mass of 2.6 led to good agreement with
measurement but did not reproduce exactly the right volume dependency.
Although there is a measure of volume dependence in the calculation
through the volume dependent ¥ermi overall energies, it is not strong
enough to correctly reproduce measured values. As with the screened-ion
pseudo-potential lead results the t-matrix uranium calculations are good
over a limited expansion range but fail to effectively model the high

temperature low density liquid resistivities.
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6. REOOMMENDATTONS

The discussions of the previous chapters have supported the concept
of making equation of state and resistivity measurements on equilibrium
states of liquid metals. Accurate reproducible results have been
reported for six materials, the confidence level being sufficiently high
to deduce even derivitive quantities in sme cases (see Table 1}. A new
temperature determining technique has been developed and applied to a
rang2 of materials which presented a variety of pyrometric problems.
Finally the experimental results have been used to make pseudo-potential
and t-matrix calculations for the resistivities of liquid lead and liquid
uranium, respectively. In each of these areas several avenues of
investigation have presented themselves which, for ane reason ¢or another,
have not been completely examined at this time. The interesting but
unresolved issues fall naturally into three categories—projected
improvements to the experiment and experimental techniques, further
refinements on the reported data, and projected uses for the wealth of
data made available here for the first time. This chapter is a brief

discussion of points thought to warrant further pursuit,

Experimental Improvements

The high temperature [ast pyrometry is an area that would benefit
most from further development. Althkough the consistency of the data is
quite good the calibration technique could be improved. Currently
intensity calibration is accomplished with Wratten neutral density
filters which are susceptible to damage and rather inprecisely

characterized. The use of better grade glass filters would improve the

pyrometer response voltage to intensity transfer function,

e |
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Probably the largest contributor to inaccuracy in the temperature |

measurement is the current method of establishing a temperature

PR O

calibration point. As has been discussed for much of these data a
calibration point was fixed by extrapolating published lower temperature

data to a temperature within the range of good pyrometer response. This

of necessity meant extending known data approximately 1000 K with

estimated specific heats. While the technique involved some iteration to

. o

ensure a swooth joining of the new data to the old, the uncertainty was

Lo e

always greater for this procedure than for the cases in which a high

temperature melting transition provided a "self" calibration point (see
Fg. 3-10). wWhat is needed then is a method of superimposing the
intensity of a known standard radiator on the data trace. Initial _
attempts to & this involved running a tantalum standard in conjunction
with each data run and assuming that the pyrometric voltage measured at
the tantalum melting plateau could be used to establish a similar po‘int' ‘

in the data trace. 1In practice the intensity corresponding to the

tantalum melting temperature in the unknown sample was found as follows:

_ L (Tc) lTant.Eunk()‘i’Tc)

I,(T)| = (6-1) ‘

i ¢’ 'unknown CTant.()‘i’Tc) [
where I, (T ) 'unl and I, (T ) Itantalum are intensities for
the unknown and tantalum, respectively. I.(T.) Iunknown is then

used in Eg. (3-10) to find the calibration factor, Gi'
There are at least two problems with this calibration technique.

First Curié}‘i’Tc)' the emissivity of the sample at the tantalum

ik i SR Alm i

melting tenperature, is unknown and must be estimated. Secondly, the

response of the pyrometers must be assumed to remain unchanged over the B
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long times necessary to pefform the two experimental runs. It was these
considerations that made the extrapolated calihration point method seem
attractive. Fortunately, relatively large errors in the estimated

emigsivity, € Aj,TC), result in much smaller errors in the

urkd
computed temperatures. Therefore, it would be fruitful to compare
temperatures calculated with a tantalum calibration to those calculated
with a calibration taken from previous low temperature data. For the
tantalum calibration it is inportant that both Ii(Tc)|unl and
be computed using the same pyrometer voltage to

Ii(Tc) Itantalum
relative intensity transfer function. Agreement of these two sets of
tenperatures would give added confidence in the measurement.

The objective of obtaining the full range of temperatures on one
pyroneter trace should be abandoned in favor of optimizing the
measurement to either the low or high temperatures. ALl available sample
radiatian would be used for the low temperature measurement while well
characterized neutral density filters could be used to attenuate the
radiation for high temperature readings. Separate runs made to optimize
either end of the tenperature scale would overlap in the intermediate
temperature ranges and could be correlated through measured enthalpy.

The high temperature run would thus be calibrated on the low temperature
data in the same way that current measurements are calivrated on
published data.

One of the unresolved experimental issues is the inconsistent
occurrence of baseline offset in the pyrometry traces. As illustrated in
Fig. 8 the pyrometer baseline is recorded during the initial stages of

the scope sweep from before the resistive heating is started until the

sample temperature is high enough to cause the emitted radiation to be
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above minimum detector response. Infrequently this baseline suffers an
irreqgular deflection due either to electrical noise or to a spurious
optical signal. Even though it may last but a few microseconds the noise
signal destroys the record of the baseline and renders the remaining
trace unusuable since all data measurements must be made with respect to
the baseline (see Appendix B). It is very unlikely that the baseline
shifts on the timescale of the experiment (100 pusec) but the loss of the
early record to noise makes it necessary to sample the baseline at some
later time in the trace. The short experimental times and the relatively
slow (0.3 psec) (12) pyrometer response times make intermittant chopping
of the sample radiation unfeasible. However, an electro-optical shutter
could be placed between the sample and the end of the fibre optics bundle
(see Fig. 11) which could be timed to open before the scopes are
triggered and close 60-100 usec after the heating is initiated. This
shuttering of the sample radiation would place an additional record of
the baseline on the pyrometer data trace.

Better accuracy could be achieved by abandoning the logarithmic
anplifiers in favor of linear amplifiers. The sample intensity within
the spectral window of a pyrometer channel may vary by as much as five to
seven orders of magnitude over the temperature range of an experiment,
making logarithmic amplification an attractive choice. To cover this
tenperature range with linear amplifiers would require a series of
c¢scilloscopes each adjusted to receive an individual order of magnitude .
signal. Current logarithmic signals range up to 2.5 volts with a 1 volt

baseline offset meaning that linearly amplified signals for a similar

gain would require oscilloscope settings to achieve full scale ranges of
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0-2 volts, 0-20 volts, -200 volts, and 0-2000 volts to adequately cover

the sample intensity.

Projected Data and Calculational Refinements

One of the most interesting aspects of the experimental work of this
project is the capability to characterize those states near the liquid
vapor two phase boundary. If the assumptions as discussed in Chapter 4
are valid it is wi£l1in the realm of possibility to determine the equation
of state parameters at or near the two phase boundary. In cases where
the critical point lies within the attainable pressure range it should he
possible to measure the critical point parameters to an accuracy
determined by the amount of data taken. In the work reported here only
lead has received the experimentation necessary to locate the two phase
boundary with acceptable accuracy. To increase this accuracy additional
specific volume measurements (streak photography) heed to be made at
pressures of 0.1 Gl'a and below and between 0.2 and 0.3 GPa. Additional
temperature data are also needed for expansions above \:’/V0 = 2.3,

These added data and possible soft sphere modelling should establish the
critical point of lead more accurately than has been done for any metal
to this date, >)

amonig the materials studied here the next most likely subject for
further investigation of the liquid vapor two phase boundary is nicbium.
Although estimates place the critical point parameters of niobium at the
limits of IEX experimental capability it\ should be relatively easy to

locate the low pressure portion of the liquid phase boundary with

accuracy. These data should enable a further refinement of the currently
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estimated parameters: Tc = 9989K, Vc/VO = 4,25, and P, = 0.963
Gpa,

In this paper are no reported temperatures above 8000 K. In the case
of some of the materials, e.g. Au-Cu and Pt, higher temperatures were
measured than were reported because the reliability of the highest
temperatures was not comparable to the cther data. Confidence in these
higher temperature measurements can be readily improved through two
refinements. First, as discussed in the last section the highest
temperature sample emission can be attenuated with neutral density
filters to bring it within the range of good detector sensitivity.
Secondly, the exhaustive thermal transport calculation alluded to in
Chapter 2 needs to be done in order to establish the credibility of the
higher temperatures.

The temperature determining technique being newly developed could
benefit from further study. In addition to the comparison of calibration
techniques suggested in the previous section certain parametric
sensitivities could be more closely defined. Calculations could be made
to establish exactly the effect of calibration point errors in the
computed temperatures over the range of the data. A second study might
be made to more closely evaluate the effect of choosing the calibration

temperature at a range of values.

Applications of the Reported Data

The major value of this work lies in the wealth of data presented on
highly expanded liguid metals. Opportunities for exploiting this
information have anly begun to be realized. A major use is in

formulating equations of state as has been begun by Grover(39) and
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Yomg(5) . The formulation of such equatians of state are carried out
in a semi-empirical manner and reqt re data to determine adjustable
parameters. A first principles approach to equation of state development

is being pursued by Ross(m')

in which the current data are necessary to
choosing suitable interaction potentials for liguid metals. "MET"
calculations are just begun and should be pursued as a means of gaining
theoretical insight as well as producing engineering data.

As a project in itself calculations of liquid metal resistivity

should be continued for lead and uranium and initiated for the other four

R o B wie e e B P PO S A

materials. Further calculations should define the limits of

applicability for both pseudo-potential and t-matrix calculations. Use ,.
of the t-matrix theory will require new APW calculations which would f
3
preferably be carried out for expanded rather than compressed states. A {
I

principal objective should be to unfold the effects of mass and effective
charge, poosibly developing a volume dependence for each. An optimistic

result might be to correctly model the low density resistivity and the

metal to insulator (Mott) transition.
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APPENDIX A. TEMFERATURE UNCERTAINTIES
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The sample temperature measurement is subject to four major sources

of error which act both singly and in concert to determine the final

uncertainty in a given temperature. Factors to be considered are random

measurement imprecision, systematic errors caused by instrument

limitations, the systematic effects of less than perfect calibration

techniques, and the limits cn accuracy imposed by the functional

relationship between temperature and radiated energy. Although some

effects are most significant in only narrow parts of the temperature

range the calibration technigue and the full range criterian for

determining the unknown emissivity parameters tend to make problems of

one temperature region important to all the calculated temperatures.

The temperature determining schene rests upon the coupled solution of

Egs. (3-12) and (3-13). Recognizing the equivalence of Eq.

(3-12) the former may be written as:

Ii(T) = GiE(Ai'T)FJ'.(T) = Gie(}\i'TC) [1+ai(T"Tc)]Fi(T)
Since it is difficult to extract the individual parameters
a()\i, TC) from their product no informatior. is lost ir the

is expressed as:

Ii (T) = Giai (T) Fi (T)

G.
-:1 and

{3-8) to

intensity

B o

R R
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where ai(T) = l+ai (T—Tc) and Gi has been redefined to designate

the product G-l e(Ai, TC) . With these changes in nomenclature the

uncertainty of the SCT temperatures is given by:

AL,  AG, a, aF, -1
i i i i

e + / F.
Ii Gi l+ai(T-Tc) 9T b2

(A-1)

where the error in the temperature dependence of the emissivity is:

Aa,
3
o,

i

8y
l+ai ( T—TC)

(A~2)

The uncertainties of E(Ai, Tc) and G, derive from a variety of
sources and have been combined into AGi/Gi.
In order to simplify thc expression for the TCT temperature

uncertainty Eg. (3-13) may be rewritten as:

X o [l+ai('1‘—Tc)]

R (Aa=3)
i3 %3 SEEWCE ) Fi,5

‘ Ri i is the ratio of measured intensities in channels i and
. e ' Ii (Tcr) Fq (TC) 3 , . ,
3 (’i,j .I.I.(.]T:-)-Fl T an Fi,j is the ratio of blackbody functions.

Uncertainty in the TC1 temperature is then:

AR, . AG, . a,-a. oF -1
AT, | =|—tl ¢ 1'J-] L] }

. . + i'j/F..
5 B P J [THa, (T T [T#a, (0T )7 3% i,3

(A-4)

0T, andATi j as defired by Egs. (A-1) and (A-4) are the total error
4

in the temperatures to include all measurement imprecision and systematic

inaccuracies.




A

) e ko A

e ————— 5 2 A oot o, et 1o

mi,j/

175

The least significant contributor to the magnitude of either ATi
or ATi,j is the imprecision in obtaining a true voltage from the
oscillosoope trace. Careful calibration of the time and voltage axes for
each experimental run reduce this random error to much less than 1%.
Much more serious is the issue of translating these voltages into a
correct cample intensity. As detailed in Chapter 3 this voltage to
intensity conversion entails constructing an accurate intensity scale
which in turn depends on having an extremely stable laser source, taking
standard intensity measurements without any hard to recognize mistakes,
and reading the intensity scale precisely. Sample emissions in some
cases may produce a maximum pyrometer regponse above 2,5--2.7 volts which
corresponds to conmplete saturation of the photo diode. The low end of
the detector response curve is unreliable because of a small signal to
noise ratio. Therefore, AIi/Ii and ARi,j/Ri,j are estimated to
be 5% and 10%, respectively, except at the extremes of the voltage scales
where they become prohibitively large.

Uncertainties in calibration are characterized by AG};‘/Gi and

/G The calibration schemes outlined in Chapter 3 in some

i,3°
sense represent a compromise between conflicting reguirements. With the
current pyrometer configuration the most precise calibration is achieved
with a material which melts at a temperature that produces a response of
1.0-2.0 volts, i.e. at the center of the detector range., Depending on
emissivities a 1.0 volt response corresponds to a temperature in the
neighborhood of 3000 K. Of the materials in this study anly Nb and NoHE
which melt near 2750 K exhibit an identifiable trace feature in a range

where the measured intensities are reliable enough to be used for

calibration purposes. Evidence of the melting plateau ('I‘c = 2045 K)
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was always seen in the platinum data but occurred too near minimum
detector response to be used reliably for calibration. All other
materials melted at lower temperatures. Therefore, the calibration of
all but the niobium and NbHf data was done by extrapolating published low
temperature-enthalpy data to temperatures of 2600 K to 3000 K. For all
cases except uranium this involved an extrapolation of over 1000 K which
prc i1ded the opportunity for a significant error. To minimize this error
heat capacities were chosen that agreed well with the new data and the
published data. The choice of a calibration temperature lower than 2600
K would mean a shorter range extrapolation but the associated calibrating
intensities were found to be too unreliable to produce consistent
temperatures. Even then the calibration temperatures are near an
unreliable region of instrument response so AGi/Gi and

AG, ./G, . are estimated at 10% and 20%, respectively.
1) 1s] WF ar .

1,

The factors '_BT'/Fi and T /Fi,j are the normalized rates at

which the blackl> 1y functions change as a function of temperature. These

are numerically evaluated functions and depend very sensitively on the

temperature ard the spectral range encompassed by a particular

interf orencc ftilter. 1In calculating the percentage error, ATi/Ti,

the relevant parameters are the above discussed rates times the

temperature at which they are evaluat~d. To illustrate the significance

of these parameters Table A-l1 presents values calculated for the lead

analyvses of Chapter 4 It can be seen that the temperature dependence of :
the blackbody function providas a demagnification of the uncertainties

associz.ed with the SCT tempcratures. Ttis beneficial demagnification

lessens as the temperature increases and the blackbody peak moves to

shorter wavelengths. The situation is not so fortunate for the TCT

[P IR AR T P = N7 e e
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temperatures where the weak temperature dependence of the blackbody
function actually magnifies the uncertainties over much of the useful

temperature range of the pyrometers. For this reascn the TCT

. tenmperatures have proven much less reliable than the SCT temperatures.
Table A-l1., Lead Blackbcdy Uncertainty Factors
aFi aFi .
T /By T gt/ Fy
= = .= . L= /
T >‘i 450 >‘i 600 >‘1 650 }\l/kj 600,/650
2000 15.44 11.89 10.32 1.57
4000 7.86 6.04 5.24 .80
6000 5.30 4.10 3.599 .52

The range of the emigsivity parameter, 3y that is investigated in
finding the true sample temperatures is chosen based upon the full scale
temperature agreement criterion. In other words that set of ai's, one
for each channel, that gives the best agreement among the three
independent SCT temperatures and two independent TCT temperatures over
the entire temperature range of the experiment is the one chosen to

specify the temperatures dependence of the emissivities. 1In practice the

e o LR P

emissivity temperature dependence was fourd to be rather weak so that a
typical a; value gave an emissivity variation of no more than 20
a temperature range of 3400 K. Referencing Eq. (3-11) usual ai's are
SK—l.

less than 6x10° A conservative estimate of the importance of

JF
the a; parameters is found by comparing a;T to (——a-,-;- /Fi)T. Using
the values in Table A-l it can be seen that the term involving the

emissivity parameters in the denurinators of Eqs. (A-1l) and (2-4) is

never more than 10% of the other term in the depaminator and therefore is

igmred in evaluating the uncertainties in the SCT and TOI temperatures.

T e T g -
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With these discussed considerations the total uncertainty in the SCT
temperatures for the case of lead illustrated in Figure 13 is 5% at 2000
K, 2-3% at 4000 K, and 3-4% at 6000 K. The uncertainty in the TCT
temperature is 58% at 2000 K, 50% at 4000 K, and 116% at 6000 K.

Although the analyses have been admittedly conservative the urcertainties
illustrate the primary issues in deternining sample temperatures with
fast radiation pyrometry. The confidence in the SCT temperatures is well
founded while the usefulness of the TCT temperatures is severcly
compromised by an unfavorable funtional relationship and the cumulative
effects of many measurements and computations.

The specification of temperature uncertzinties is incomplete without
identifying areas of possible consequence which are not adequately
accounted for in this analyses. One such issue concerns the stability of
the pyrometer baseline as the wrometsr is subjected to a rather
violently dynamic electromagnetic field environment. The pyrometer
amplifier was designed to provide a stable reference voltage. (12)
However, avidence of baseline shifts was encountered in some experimental
runs which were discarded for that reason. There exists a possibility,
though, that baseline shifts could occur in a region of the trace that
would make their detection very difficult. Such shifts would have a
significant effect on the uncertainty in the temperatures. The
repeatability of the data presented in Chapter 4 reduces the possibility
of random baseline fluctuations but does not completely eliminate the
risk. A possible diagmostic fix for this problem is suggested in Chapter
6.

A second issue 1s the reliability of the temperatures measured near

the saturation limit of the detectors. Extreme temperatures were
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achieved with some samples having an apparently high emissivity also.
The emissions of these samples drove the detectors to and beyond
saturation, i.e., the point wher:2 further intensity caused no further
increase in voltage. The antidote for this problem is purely a

procedural one and will also be discussed in Chapter 6.

B et oste i e

179




180

APPENDIX B. PYRD, A COMPUTER CODE FOR DETERMINING TEMPERATURES

PYRO uses computed blackbody functions (Eq. 3-9) and oscilloscope
pyrameter readings to calculate intensities relative to a standard
intensity. SCT temperatures, TCT tenperatures, and emissivities relative
to an undatermined standard emissivity. To simplify the calculations
there are three versions of PYRO, one for each of the possible
combinations of two channels available from the three data channels. All
versions assume linear temperature dependence for the omissivity, and all
use the same input card deck. This appendix reveals no new information
about fast radiation pyrometry, but is designed to enable the uninitiated
user to apply the techniques of Chapter 3. The code contains no
computing subtleties, being in fact crude but straightforward. Cubic
splines, as computed in subroutine SPLINE, are used for the many times

interpolation between discrete data points is required. The code listing

is given in sections with explanatory commentary accompanying each
; sectioan. The version discussed, stored in file PYROLIN, analyzes data
from the shortest wavelength channel {(Channel 1) and the longest

wavelength channel (Channel 3).

PROGRAM PYRO3Z(TAPEZ,HSP, CEROUT, TAPE10=CEROUT, COUT, TAPE15=CaUT)
! cALL ASSIGN(2,0Q, 4RDATA, &)
' CALL ASSIGN(3,13)

CALL CHANGE { 5R+MARK)

call KEEPBO(1)

C -

C THE DIMENSION STATEMENTS

C
DIMFENSION RDT(200),RDD{200) DRI (1%5),DTVX(20),DTVY(20),S3TVX(20)
DIMENSION STVY(20).C1(25813,62(251),63(251),C4(251) ,SEM(3)
DIMENSION CERN(15G6),BTEMP(3, 200}, ETEMP (3, 200),RINT(6, 200 )
DIMENSION THPC(3)  TCERN{251),COMT(200),SMPI(3) . Cc12(251) .
DIMENSION C22(251),632(251),642(251),C13(25)),E£237251),C33(251)
DIMENSIGN C43(251),EM(3,200),DRIT(15), XNDT18)  TTIE(D)
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Each of the variables dimensioned here will be discussed as they are
used. The size of the arguments allow p to 200 data points in each of
three channels with a resulting 200 computed points for each output GCT
or TCT temperature. Space is allotted for 251 calculated blackbody
functions for each of three SCT and three TCT temperatures. The program
reads these functions from file CEROUT into the one dimensional array

CERN in the order channel 1, channel 2, channel 3, channel 1l/channel 2,

channel 1/channel 3, chanrel 2/channel 3. This particular version of

PYRD then uses functions for channels 1 and 3 and channel 1/channel 3.

-

"

Q

A

=
S~

), I1=1 NTC)
 NUMT

I
)
MES AT WHICH TGO COMPUTE INTENSITIES

NIC = number of data channels in the calculation. This is almost
always 3.
SEM = Tim» in seconds at which the calibration intensity occurs. This

iz either the time the center of the melting plateau is reached

or the time a calibration enthalpy is reached.

™PC = Calculated blackbody function for the temperature reached by the
sample at time SEM. These values are read from a table of
computed funttions output by the code ARBPLT.

TLO = Exper imental time in seconds at which temperature calculations
are to begin.

THI = Latest time in the experiment for which experimental
calculations are to be made.

NMT =

Total number of points for which calculations are t» be made.
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¢
c
XT=NUMT
DT=(THI -TLO) /XT
COMT(1)=TLO
DO 49 =2, NUMT
49 CEMT(1)=CEMT(1-1)+DT
c READ THE NUMBER OF CALCULATED KERNELS PER COLOR.
READ (2, 10)NCK
WRITE(S, 23) NCK
23  FORMAT(/,13,38H KERNALS ARE CALCULATED FGR EACH COLOR)
REAG(10,24) {TCERNC(]) CERN(T) =T, NCK)
24 FORMAT(3(E12,4,3%X E12.4 )
READ(!O,as)kCERh(f),I=N6K+l 2%NCK)
READ(10,28) (CERN(I), [ =2xNCK*1, G*NCK)
READ(10,25) (CERNCI ), [ =3%xNCK+1 . 4xNCK )
READ(10,25) (CERN(1),1=a%NCK+1.5xNCK)
READ(10,23) (CERN(1) , j =SxNCK+1 . 6xNCK)
25 FORMAT(5(15X, El2. 4, ax,)
wnxTE<3,26)sxmcx+:,ﬁchx
26  FORMAT(/, 19HCALCULATED KERNALS ,14,6H THRU ,14,6H ARE--)
WRITE(3,27)
27  FORMAT(/,3(3X,3HTEF? (K), 9X, BHKERNAL , 4X)
c WRITE(3,24) {TCERNCT ), CERN(S*NCK+1), '-I,Nbx
QOMI' = Points in exper imental time at which temperature is to be
calculated,
NCK = Number of compuwed blackbody tunctions for each SCT and TCT
terperature. This is 251 to agree with the dimension statement.
JCERN = Temperatures for which blackbody functions are calculated.
Thave are determined by the data on CEROUT and typically range
fro a low around 1500 K to a high of 9000 K.
CER] = The blackbody functions as computer by ARBPLT.
>
5 READ(2, 12)NC, NDET, NDP
12 FORMAT(315)
WRITE(C, 13)NDET, NC
13 53??215’&3?“55”#ERATURE ANALYSIS FOR DETECTOR, [3,8H CHANNEL,I3)
14 FORMAT(/,25HTHE TEMPERATURE CURVE HAS,15,12H DAYTA POINTS)
READ(2, 15)(RDT(1),RDD(1), 151, NDP)
1 FORMAT(6F12.3)
WRITE(3, 16)
16 FORMAT(//,3(5X, dHTIME, 8X, 1Y HTEMPERATURE, 2X), /)
DO 17 122, NDP
RDT(1)=RDT (1) -RDT(1)

i
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RODOC])=ROD(1)-RPD(1)

RDT(1)=0.

ROD(1) =0,
HRITE(S,lS)(RDT(l),RDD(!),.=1,NDP)

= Numbar of the pyrometer chanmel, This is 1, 2, or 3 dependiny

on the wavelength of the interference filter. The order is

shortest wavelength to langest wavelength.

" = The pyrometer used with the NC chamiel. This is also 1, 2, or 3.

"

The number of data points in channel NC.

Time in microns that a particular reading is made,

Pyrometer reading in microns, Eoth RDT and RDD are cards
punched by the film reader.

RDT and RDD are converted to measuremdnts with respect to the
tirst read point which is placed on the baseline at the time of

bankfire,

REL INT CURVE HAS,I13,12H FGINTS MEAS)

MEST INTENSE POINTS WO
), I=1,NRI)

OFF SCALE}

m

-
n

S AR - ——O

VULTAG ALIBRATI ON FOR THE DATA.
X cl 18)

18
Yo1=1,

RN M=MOO =\~
— U

W RTe

ALX
ATA X SCALE = ,E10.2,8H SECS/CM)
ATA Y-SCALE = ,E10,2,9H VOLTS/CH)
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Total number of lines on the relative intensity scale. See

it

Figure 14.

NRIL = Number of most intense lines that are off scale and missing from

i s 4 4 rvagee e s ST WA
i

the picture. Because of electronic variations between the

pyrometers if IO iz adjusted 0 obtzin full scale ascilloscope

; E
X deflection in one channel it will be off scale in others j
. DRI = Relative intensity deflections in microns. These are 1

irmediately canverted to distances with respect to the baseline.

E DWX & x and y positions of 18 points read from the time and voltage ;
! DTVY =
, calibration film. The poinks comprise a 7x4 array with the
! E
E nutber one point heing one up from the bottom on the right (as 4
& i viewed through the film reader) and successive points read
K
& counter—-clockwise around the cutside of the array ending with
4t .
' the bottom right-hand corner. :
i DSCATX = Time in seconds botwean the time vollage points. A
DSCALY = Vertical space in voltages between the time voltage poirnts.
| |
i
g ! ,
. ¢ :
[ c CHANGE ALL DATA FROM MICRONS TG VOLTS, .
o C
: ¢ THE DATA CONVERSION,
& YSFD=0.
3 pe 33 1<3,
. 33 S BOYSFDLDTVY (1) +DTVY(1+8) ,
YSFD=21 . »DSCALY/YSFD E
DO 34 1=7, NOF 3
- 34q KUD i) =RDD (1) *xYSFD
3 c THE RELATIVE INTENSITY 1
& DY 35 [=1,NRI
' ! 35 DRI(I)=YSFDxDRI(I)
¥ YSFD=1, 0E+04xYSFD
WRITE(3,37)YSFD
! 97 FORMAT(/ TEHTHE DATA CAL 1S ,E10.3,9H VOLTS/CM)
[+} CALIBRATE THE
XSFD=0.
No 39 [u1,3 p
39  XSFO=XSFD*DTVK(!+8)-01VX (1)
XSFD=XSFD+DTVK(12) -DTVX(18)
XSFD=24. xDSCALX/XSFD . ]
DO_40 I=1, NDP
40  RDT(1)=RDT(1)xXSFD
‘ ASFD=1, OE+04xXSFD :
WRITE(S, 41)XSFD
41  FORMAT(/,12HTIME CAL 1S ,E10.3,7H SEC/CM)

ﬁ
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43
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=  Volts per micron conversion facfor. This is multiplied by 107

and printed as volts/cm. The distances involved are actual £ilm
distances and because of variations in camera magnification may

be significantly different than'oscilloscope settings.

Seconds per micron conversion factor.
FIND THE VOLTS TO INTENS!TY TRANSFER FUNCTION.
XND{1)=0,

XND(2)=.3

XND(3)=.6

XND(4)=1.0

XND(5)=1.3

XND(6)=1.6

XND(7)=2.0

XND(8)=2.3

XND(9)=2 6

XND(10123.0

XND(11)=2.3

XND(12)=3.6

XND(13)=4.0

CREATE A RELATIVE INTENSITY FOGR EACH DRI VOLTAGE
DO 42 =2, NRI

KZNRI+NRTL+1-1

DRIT(1)=10.xx7-XND(K))

DRI1(1)=0,

PLOT TRANSFER FUNCTION

CALL FRAME(1)

CALL MAPGSL (DRI (1),DRI(NRI),DRI1(2),DRI[{NR}))
CALL SETCH(37.,1..0,0,1,0,0)

CALL CRTRCD(32HREL IN?ENsirv DEFLECTION (VOLTS))
CALL SETCH(1.,35.,0,0,1,1,0)

CALL CRTEBCD(25HLOG OF RELATIVE INTENSITY)

ALL SETCH(37.,40.,0,0,1,0,®)
WOT 100,43, NC

FORMAT (AGHREL INTENSITY TRANSFER FUNCTIGN FOR CHANNEL # ,12)
CALL TRACE(DRI(2),DRI11(2),NRI~1)
Neutral density filter number.

Relative intensity, I/IO, for a given measured voltage an the
relative intensity calibration film. This is plotted versus DRI
m a semi-log graph beginning with the second point to avoid
plotting the log of 0.
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< SPLINE FIT TRANSFER FUNCTION.
. CALL SPLINE(DRI,DRII,NRI,C1,C2,C3,Cd)
! c Eé”g REL INTENSITIES FOR RDD VOLTAGES.
DO 44 1=1,NDP
DO 45 J=1.NRI -1
1F(RDD(1).@E.DRI(J) ,AND.RDD(1),LT.DRI(J+1))B0 10 46
f 45  CONTINUE
KC=KC+]
RDD(1)=0
GO TO 44
46  SEP=RDD(1)-DRI(J)
RDO(1)=SEPx(C3(J)+SEP*(C2(J)+SEPXC1(J)))+C4( )
44  CONTINUE
. NDP=NDP-KC
¢ RDD 1S NOW RELATIVE INTENSITY. PLOT RDD,
CALL FRAME(1)
CALL MAPGSL.(RDT(2) RDT(NDP) (RDD(3), RDD(NDP))
CALL SETCH{(37.,1,,0,0,1,0,0!}
CALL CRTBCD! 24HT!ME FRcm éANhFlRE (SEC))
CALL SETCH(1
GALL CRTBCD! 2611006 68 RéLATlVE INTENSITY)
CALL SETCH(37.,40.,0,0,1,0,
WwoT 100,47, NC
47 FORMAT(35SH(OG OF REL INTENSITY FOR CHANNEL # ,12)
. CALL TRACE(RDT(3),RDD(3),NDpP-2)
The voltage to intensity transfer function is fit with cubic splines
and this curve is used to convert RDD in volts to RDD expressed as a
fraction of Iy- This relative intensicy is plotted as a function
of time.
C "FIND DATA REL INTENSITIES AT COMMGN TIMES.
¢
CALL SPLINE(RDT(2),RDD(2),NDP-1,C1,C2,C3,C4)
C
DO 80 [=1,NUMT
ég(g?MI(;) LT.RDT(2) . OR.COMT(1).GT.RDT(NDP))©O TO 53
1F(COMT(I) . GT.RRT(J) . AND.COMT{1) . LT.RDT(J+1))60 TO 52
51  CONTINUE
52 SEP=COMT (1) -RDT(J
RTNT NG, 1) 2SEPx (23(J) +SEPR(C2(J)+SEPXC] (J)))+C4(J)
G8 16 50
53 RINT(NC,1)=0,
50 CONTINUE
c RINT |5 NOW DATA REL INTENSITY AT COMMON TIMES.
WRITE(3,24) (COMT (1), RINT(NC, 1), I=1,NUMT)
¢
j
4
i
- -
AR R XN L SR Wi - - —_—

L R s H
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The relative intensity versus time transfer function is fit with
cubic splines and the relative intensity at common times is then

found arnd labelled RINT.

FIND MEASURED REL INY AT CALIBRATION ENTHALPY.

DO 93 =2 NDP-2
1F(SEM(NC) . GT.RDT(1).AND.SEM(NC) .LT.RDT(i+1))G0 TO 84
a3 CONTINUE
94 SEP=SEM(NC) -ROT(
SMPI (NC) =SEP*(C3
WRITE(3,35)NC, SMr

oo0n

+SEPXCI({)))+C4C)
NT 1S5,E10.2,9HOCCURS AT,E10.2,5H SECS)
Y,SMPI(NC), 1)

9% FORMAT(/, 4HCHAN
CALL SETPCH(1,0
CALL POINTC{1H4M

The same spline fit is used to find the relative intensity at the
calibration time, SEM, and this is plotted as the letter M on the
intensity vs time plot.

This marks the end of the film distance to volts to relative

intensity conversion process which is repeated for all three channels.

FORMULATE THE RATIOS OF MEASURED REL INTENSITIES,

[e19]y]

T
EQ.A.OR.R 2
T {

INT( ). EQ.A)BG TO 5%
(1, 1) /RINT(2,

I
)

ZzZ2 Z~

).EQ.A)GO TO 57

P
z~

]
i
i
;

T
e t—— t——_,
P L I aRELR

a0 s Eoalimbis
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WOT 100,36
CALL SETPCH{1

86  FORMAT: 211 McAéuRcb PONER RAT1OS)
DO 90 1=1,NUMT

90  RDD(!)=RINT(4,]
CALL TRALFC!1HD, COMT, RDD, NUMT)
DO 91 =1, NUMT

91 ROD(I)=RINTLS, 1)
CALL TRALEFS{1HE, CGMT, ROD, NUMT)
DO 92 =1, NUMT

92  ROD(I)=RINT(S, 1)
CALL TRACEC(1HF, COMT, ROD, NUMT)

188

Ratios of the measured relative intensities are formulated and

plotted. These are for use in finding the TCT temperatures.

READ(2, 10)IFLAG
IF(IFLAG.EQ.1)GO TH 8%
o]
g NCW HAVE MESD., (RINT) AND CALC. (CERN) RELATINE INTENSITIES.
g CALCULATE EM10,EMP0, AND EM30.
FM1O=SMP[ {1 /TMPC (1)
EM20=SMP] (2)/TMPC(2)
EM30=SMP] (3)/TMPC(3)
WRITE(3,96)EMIO
96 FORMAT/ ,3THTHE TIE POINT CAL FOR CHAN 1 IS,E10.2)
WRITE(3, 1 40V EM20
140 FORMAT(/,3VHTHE TIE POINT CAL FOR CHAN 2 1S,E10,2)
VWRITE(3,97)EM30
97 FORMAT(/,31HTHE TIE POINT CAL FOR CHAN 3 [S,E10.2)

The opticn to omit the temperature calculation is a 1 in col 5.

M0 is G, (Al,Tc) with reference to Eq. (3-8).

are the same quantities for channels 2 and 3.

c
c CHOOSE FITTING PARAMETER GRID
¢ READ(2, 150)TMAX, TTIE(1),TTIE(2),TTIE(3)
150 FORMAT(4F10 0)
READ(2,43)A1MIN, ATMAX, NEM]
READ (2, 43)A2MIN, AZMAX, NEM2
READ(2,48)A7MIN,A3MAX NEM3

M20 and EM30
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™AX = Temperature at which the emissivity will reach AIMAX-AIMIN per
cent variation.
TTIE = Temperature at the calibration point for each channel.

AIMIN; Minimum and maximum fractional changes in emissivity.

AIMAX

NEML = Number of emissivity ocoefficients to try in channel 1.

DTAl = Chenge in temperature coefficient for linear emissivity fit.
o

¢ THE OUTSIDE FITTING PARAMETER LOJP.

EAT=ATMIN-DTA!
WRITE(3,117)
11/ FORMAT(/,6X, 2HAT, 13X, 2HAZ, 10X, 8HF(A1,A2),/)
PMIN=1. 0E+50
DO 100 =1, NEM?
EAT=EAT+DTA1

EA3=A3MIN-DTA3

SPLINE FI1T CALCULATED KERNELS VS TEMP FOf CHANNEL 1.

DO 101 K=1,NCK
T=TCERN(K)-TTIE(T)
T=1.+EA1xT
101 CERN(K)=TxCERN(K)
CALL SPLIMNE(CERN, TCERN,NCK,C1,C2,C3,C4!

QOO0
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C N
c FIND CHAN 1 BRIGHT TEMP FOR COMMON 1I1MES.
¢
A=0,
DA 102 K=1,NUMT
IF(RINT(1,K) . EQ.AYGO T& 103
TRINT=RINF (1, KY*TMPC(1) /SMP1 (1)
TFCTRINT.LT CERN(1),OR.TRINT.OT.CERN(NCK))IGO TQ 103
DG 104 J=1,NCK-1
1F(TRINT .GE CERN(J).AND. TRINT.LT.CERN(J+1)100 TG 108
104 CONTINUE
105 SEPsTRINT-CERN(J
BTEMP( 1 K)-SEP!(CS(J)+SbP*(C2(J)+SEP#C1(J)‘)*C4(J)
Go 10 162
103 BTEMP(1,K)=0, .
102 CONTINUE

A temperature coefficient is chosen and the SCT temperature for
channel 1 is calculated. The technique is to compare:
. .
l+ai('1‘-—'1‘c) Fi(T) with Ii(I‘) Fi(Tc)/Ii(Tc)

See m~ (3‘1-2) . N\

THE INSIDE FITTIMG PARAMETER LOGP,

DG 106 J=21,NEM3J
EA3=EA3+DYAZ

SPLINE FIT CALCULATED KERNALS FOR CHANNEL 3.

Doo

o000

i DO 107 K=1,NCK
PO s 2 NG TR
|—FLLRN(K)'TTIE(3)
r=].+EA3«T
107  CERN(KK) =TxCERN(KRK)
KK=2%xNCKH]
CALL SPLINE(CERN(KK:, TCERN,.NCK,12,C22,C32,C42)}

FIND CHAN 3 BRIGHT TEMP FOR COMMON TIMES.
108 K=1, NUMT

IN'T(’J,K) EQ.A)G
R!NT(';,:()>‘|.‘ =
NCK*1
*NCK
INT. LT CERN(KK) . OR, TRINT.QT.CERN(KKK} GO TO i0Q9
0 L=1,NCK-1
Li_=2«NCK L
IF(TRINT.GE CERN(LL) . ANC.TRINT.LT.CERN(LL+1))GO TO 111
v LU L IsUE
1 SEP=TRINT-CERN(LL)
Exgﬁ?gmolé)—sa'-(L,32(L_) +SEP% (C22(L)+SEPXCI2(L)))+C42(1L)
3 ) | O
109 BTEMP(3,K)=0,
C!DG CONT I NUE

lelolel
o}
o]

S T 109
C(3)/SMPI (3)

FA—>
SMu

QX
QAR
~Xu—~0
'-—IHN"’:)
—~0Wr —

8

'T'he SCT temperatures are calculated for Channel 3.

Py
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SPLINE FIT CALCULATED KERNALS FOR CHAN1/CHANS.

: g CMAX=0.
' DO 112 K=1,NCK
} KK=4xNCK+K
i T1=TCERN(K)
: T3: TCERN(K

1 . T=(1. +EAl

(919}

x
CERN(KK)=T
IF(CERN(KK
. CMAX =CERN(
112 CONTINUE
KK=4xNCK+1
CALL SPLINE(CERN(KK),TCERN,NCK,C13,€23,C33,C43)

c
8 FIND CHAN1/CHAN3 COLOR TEMP.

)
T
x
).
K

Lo

~=00»
an
<

—Q-MAOMr2IMING

2ZCMm muZ~u

=3
+ -

274 )

“RN

aQROMO—=Cgo—

114

(9]
o
Zh~ ~AJPZ—ZA—BZWH

COoOnN-=nN—CZC
MO~ ZMARC AT ~X-

—HZEAI N A AN {2 D2
~— VA TA— DR+ D=4

The TCT temperatures are calculated for chan 1/chan 3,

c
g CALCULATE THE MINIMIZATIGN FUNCTION F(A1,A2),
2=0,
F=0.
COUNT = COUNTXCOUNT
DO 118 K=1,NUMT
IF(BTEMP(1.K) .EQ.2)GG TG 118
IF(BTEMP(3.K) . EQ.Z)08 TO 118
JF(CTEMP (2 K).EQ.2)GC T& 118
A=BTEMP(1,K) -BTEMP(3,K)
B=BTEMP(1.K)-CTEMP(2.K)
C=BTEMP(3,K)-CTEMP(2,K)
F=F+AxA+BxB+CxC
A=0Q,
B=0,
C=0,
118 CONTI NUE
WRITE(3, 119)EA1, EA F
c119 FORMAT(3(2X.E12.3,1X))
g CHECK FOR MINIMUM F.
. IF(F GE.PMIN)GS TG 120
PMINSF
EATM=EA1
; EA3M=EAS
[ DO 123 K=1,NUMT
EM(1,K)=3TEMP(1,K)
EM(2.K1=BTEMP(3 K)
123 EM(3.K1=CTEMP(2.K)

o e e

e e o n s 1t bt 4 e citn =il bt i s e




192

PRy

The minimization function, F, is computed as the sum of the

temperature differences squared in the range of overlap. For the

minimum F the two SCT temperatures and the one TCT temperature are
stored in the parameter M.

P T PR PP

1720 DO 121 Ks1,NCK
KK =2 ENCK+K ;
T1=TCERN(K) -TTIE( ) :
T3IsTCERN(K) -TTIE(3) ‘
T=(1. *EA3XT3)/ (T, *EA1xT1 ,
SERN(KK ) =CERN(KK) / (1. +EA3%T3) |
KKK =4xNCK +K g

121 CERN(KKK) = TxCERN(KKK) 5

END GF INNER LOOP

106 CONTINUE
DO_122 ¥=1,NCK
T=TCERN(K) ~TTIE(

122 CERN(K)I=CERN(K)/(1.+EA1x%T)
END QUTER LOOP

100 CONTINUE

[elely]

Qo0
i e s e el e md B

After the temperature calculations have been made it is nacessary to

recover the blackbody functions from the product quantities that had

replaced them.

C
g OUTPUT AND PLOT TEMPERATURES AND EMISSIVITIES.
0O 78 I=;,2
WRITE(R, 7571 .
72 FORMAT (7, 36HBRIGHTNESS TEMPERATURES FOR CHANNEL | 1%}
VRITE(S, 73)
73 FORMAT(/, ?{3X,9HTIME(SEC), AX, 14HTFMPERATURF(K)2)
WRITE(3,74) CCOMT (K), EMCL .5, k=1, NOMT
74  FORMAT(3(2X,Ei2.4,3K,Ei2 4, 1X))
WRITECTS, 751 (COMT (K} L EMCIT,K), K21, NUMT)
75 FGRMATI(3(E10.3,F10.0))
76  CONTINUE ;
M=
Fi=3 14
) WRITE(3,77)M @
77 53??%1& gg?HfHE COLGR TEMP FOR CHAN ,11,11H OVER CHAN ,11,6H ARE--,/) .
78 FORMAT(/,3(3X, 9HTIME(SEC), 4x TAHCOLOR TEMP (K)), /)
WRITE(S, ¥4) (COMT (K> (EMI3 K K= MUMT)
c leTE(]ﬁ,?s)(COMT(l LEM(S r$ Ket, NUMT) .
J

t
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PLGT THE TEMPERATURES.

CALL FRAME(1)
READ(2,79) TMN, |MX BMIN, BMAX, IRUN
78 FORMAT 4F10 6,

CALL MAPG(TMN| TMX BMIN BMAX)
CALL SETCH(37.

1.
25HTIMF Fhoﬁ éANKF:RE (SECS))

)
éHanteHTNEés AND COLOR TEMP (Ki)
..40.,0,0‘1,0,0

RATURES FOR RUN = ,13)
1, 00)

1

wWOT 100,8
80  FORMAT (23K
CALL SETPC
D8 125 I=1

Jr

"N

125 RDO(I)=EM(1
CALL TRACEC , COMT, RDD, NUMT)
DO 126 I=1

126 ROD(I)=EM{2
CALL TRACEC
D& 127 1z1

12?7 RDD(I)= EM(g

)
HA
?1
HC, COMT, RDD, NUMT)
TT
CALL TRACE H

E, COMT, RDD, NUMT)

The three temperatures are plotted.

CALCULLATE THE EMISSIVITIES

[elelel

131

1
TR Tt s L]

128 E

The emissivities calculated here actually include the geometrical

calibration factor, Gi’ which is wndetermined (see Eq. 3-10).

DO

CUTPUT THE EMISSIVITIES,

EMISSIVI

T
RDT(K),EM
X, 9HTIME(

€S FOR CHANNEL ,15)

?) K=1

(l,
Sy, 4X, 1#HEMISSIVITIES,2X))

30“\!0&-@—‘

22 H4-Mm

CALl. FRA
T12TMAX-T]
TI=TMAY. - T
TMIN=1500.,
BiM=1, K SxEg|
BSM=1~J‘E
BMAX=B3M
IF(BiM G
T1I=TMIN-~
T3=TMIN-

===

P i > v

§ R ST e

Aty

v £ Eante e e e
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BlM=.5XEH}0¥E} +EAITMXT)

B3M= 5% EMA0X (1, +EASMXT3)
BMIN=B3M
IF(BIM. LT .B3MIBMIN=BIM
CALL MAPG{TMIN, TMAX, BMIN,K BMAX)
CALI. SETCH(37..1.,0,0,1,0,0)
CALI. CRYBCD? 1SHTEMFERATURE (K))
CALL SETCH(1,,35.,0,0,1,1,0)
' CALL CRTBCD(IGHEMISSIVITY)
CALL SETCH(37.,4G.,0,0,1,0,0)
ViOT 100,84, IRUN
84 FORMAT(23HEMISSIVITIES FOR RUN ®% ,13)
CALL SETPCH(1,0,1,0,100)
DS 128 1=1,NE}
120 ROD(D)=fM(i, D)
1 CALL TRACEC{1HA,RDT,RDD, NET)
] 0O 130 1-1,NET
130 RDD(I)=FEM(3,1)
I CALL TRACEC(1HC,RDT,RDD,NET)
85 EQBL EXIT(1)

G. (Ai,T) is plotted for all temperatures. This has no absolute

emissivity information in it because of the undetermined G;.

4 SUBRGUTINE SPIINF(X Y N A R € )
3 C SUBROUTINE SPLINE TAKES N (X, Y(X)) UNEVENLY SPACED DATA POINTS &ND
f C FITS A CUBIC SPLINE TQ EACH OF THE N-1 [INTERVALS. (REF. GERALD
- Cc PARE 290;. THE PROGRAM USES GAUSSIAN ELIMINATION T& SOLVE FOR
C THE SECOND DERIVITIVE OF THE CUBIC SPLINE AT EACH OF THE N DATA
3 C POINTS. REF. GERALD FPAGE 164, INPUT PARAMETERS ARE
o C 1. N=THE NUM3ER GF DATA POINTS (MAXIMUM OF 500),
y C 2. (X,¥Y) =THE X AND Y VALUES OF THE DATA POINTS. :
[ OUTPUT' PARAMETERS ARE N-1 VALUES OF A, B, C, AND D. THESE ARE THE
. C COEFFICIENTS OF THE N-1 CUBIC SPLINES.. .
v (o} Y(X):A(l)ntx-X(l))X*S.+B(l)ﬂ(x-X(l))112.+C(l)*(X-X(l))*D(l)
i o] IN ORDER 170 MAKE THE MATRIC TRIDIAGONAL BOUNDARY CONDITIGNS WERE
H Cc CHOSEN THAT MAKE THE END SPLINES PARABOLIC AND NOT CUBIC.
; c DIMENSION XiN),Y(N},A(N),B(N),C(N),D(N), H(501),5(501)
g P, RT U, . CONSTRUCT THE MATRIX
00 10 1=1,N-1
10 H(I)=X(l1+#1)-X(1)
[ A=zARGVE DIAGCNAL | D=DlAcoNAl  ReRELaW Dracohe CoCONSTANT YECTSR,
od E??)S%CGND DERIVITIVES ARE S?ORED IN S,
Al1)=-1.
C(1)=0.
B(N)=-1
DINY =1,
1 Ci{N})=0,
. DO 11 =2 N-1
Bil)y=Hel-1)
OC1)=2. %« (H{1-1)+H(1)) -
A(l)=HOL)
Cil)ab = ((YLL+1)=YCE))/HUD) - (Y (L) =Y (LI -1)2/7HCT=-1))
11 CONT I NUE
C TRIANGULARIZE THE MATRIX
Do 12 =2 N ¢
RzB(I)/DCE-1)
DE)=Del)~ReACT -1) '
COlI=CI1)-RxC(1-1)
12 CONT [ HUE
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APPENDIX C. FREE ELECTRON RELAXATION TIME

In developing the expression for free electron resistivity, Eg.
(5-4), many of the physical considerations are deferred and consolidated
into the relaxation time, T £ which is a representative time between
electron~ion collisions for electrons at the Fermi surface. The method

of Mott and Jones(n)

is used to establish a reasonable expression for
Tee They examine the number of electrons within a specific volume of
K-space under the influence of an applied electric field and subject to
electron-icn collisions. At equilibrium the rate of change of the
distribution function due to collisions shouid be equal and opposite to
that rate dque to the applied electric field.

It can be shown that the volume in K-space occupied by one electronic
2n
L

3
state is (%—) where L3 is the volume of the sample and the 1/2

arises from the twe pessible spin orientations. Theretore, the number of

states per unit K-space volume per unit volume is 2/(2")3, and the

nunber of electrons per unit volume within a volume element of K-space is

32 5
2d K3 f0 (K) (C-1) ;
(2n) |

where fo('ﬁ) is the Fermi-Dirac distribution function which expresses
the probability of a given state's being occupied.
>

{E~E.) /K. T
[e £/ + 1]"1 (C-2)

Under the influence of a field applied in the directin of Kx the

distributian function will change and this change can be evaluated in

terms of the K-space equation of motion of the electrons.
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dPx de act
T = ec = Hh —a-:E- -+ Kx(t) = KX(O) + *H—' (C-3)

Therefore the equilibrium distribution function is:

ect ; .
fo(KX —ﬁ—l lg/,l Kz) - fO(KXO’Ky’I\Z) (C—4)

The rate of change in the distribution function due to the applied field

is:

af - oy K - ) ee _ ~df

dt

- _Moama e Yok
field K, dt ‘cTKxo'ﬁ‘ dEdeKX(,"-h‘ d& K

ee
byl

(C-5)

B one term expansion of the distribution function about its equilibrium

value yields:

£(K) = £ (X) - Fo % ec £ @ = (C=6)
0 & K OB - +9®
9ty af
Because of the factor — , 3 has significant value only at the
dE "dt|_..
field
Fermi surface (i.e, E = Ef) .

To determine the rate of change of f(k) due to collisions it is
necessary to examine the collisionally induced flux of elections through
3 3

d kK is the product of

K. The number of electrons scattered out of d
the number of electrons in d3;<), the probability of finding an
unoccupied state at k', and the probability of a If to R* transition
sumned over all possible -l;'. If the scattering process is conservative

the sumation proceeds over a surface of constant radius, kf.

o o oo
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d3_’ =+ + 5> >

N =2-LE @& | p-sd)ip@&,Xnas (C-7)

out (2“)3

Anologously the number of electrons scattered into dBTc is the product
of the number of unoccupied states in dafc', the probability of a state
at k' being occupied, and the probability of a k' to k transition simmed
over all k' on the Fermi surface.

&

N, =2 [1—f(§)]ff(§')r(ﬁ',ﬁ)ds' (C-8)
in (2ﬂ)3

Subtracting (C~7) from (C-8) and assuning P(H') = P(K'_I-E) the rate of

change of f(?c') due to collisions may be expressed as:

ng' = [f(i')p(ﬁ',ﬁ)ds' - £(R) fv(ﬁ,r?')ds' (C-9
lcollisions -

Writing £{k) = fO(K) + g(E) and recognizing that fO (K) is a function
only of the magnitude of k Bg. (C-9) becomes:

-
o o [g®&")~g(®) 1P ®,K")ds" (C-10)

collisions

. . df df . \
At equililium =7 = - 5= yielding:
dt collisions de field

dat K

0 dE "x ee _ (R Ty gar -
= &R K F_f[g(:«) g(K) IP(K,X")ds (C-11)

Using Bg. (A-6), the definition of g(K), and the fact that| k'| =] k | =
kf Eq. (C-11) becomes:

o
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r¥

i =f [1--21pEE)as (C-12)
T (x

The indicated integration is performed most easily by choosing a

ooordinate system centered on the scattering site with 6 being the angle

between f; and K'. In this case

K, = [K'| cos 6 = |K| cos 6

K = |R| (C-13)
X

as' = 2v K° sin6 ds

Assuming that P(m‘) is a functien only of 6 and not of K the expression

for the relaxation time at the Fermi surface becomes:

m
Ti=2wx§_ f (1-cos8) P {6) $in0dd (C-14)
f
0

which is the result expressed in Bg. (5-5). 2As pointed out in Ej. (5-6)

P(8) is a transition rate which is given by: (72)
2 . + 12
P(6) = Py .2 = & |KGlwE K> neE") (C-15)

where n(E') is the density of states available to the electron at the

Fermi surface. The matrix element of Eg. (A~15) will connect only states

e i e O et

S 4 ek

O U
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of identical spin so that the number of accessible states per unit volume
of k-space is:

2 Q

1
L = (C~16)
2 onmyd (2m?

where £ is the sample volume in direct space. The number of states
within 6 k' of k' on the k-space surface ds' is therefore 5k'ds's?/(2n)3.
g-fé—: , 6 K' the number of states near ds' may also be
expressed as ds'Q/(Z??T)3 d_L'('S%T\—' ; with the result that:

Noting that ¢E' =

_ number of accessible states near dS' _ ds'@
n(e") = unit energy 03 JdE! (C-17)
(27) R
Bg. (C~14) becomes:
™
l r Q - - - ? '
= =J (1-cos6) Py, » 2dS' = ————[ |<K+q|W|R>| “ (1-cos6)dS
T KKIIK ]
0 4'n2‘h dE
dk"
12
or since Ef i
m
QK
%= —1 f <§+€1|w|ﬁ>|2(1~cose)sinede (C-18)
i
27h 0

As alluded to in Eg. (5-7) the matrix element may be factored as

follows: (73)

R S > >
&N |w@) |K> = %‘/— o LK+ - x Zw(ﬁ—i{j I)elK r &3
3 :

PU=aen

i
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where o (|F-E4]) 15 the potential at  due o an,individual ion at
i ) x.

%“*
position ?j. Multiplying and dividing by e J reduces the

elemnent to:

= .
Tiger - > > L+
<K+q|W(T) |K> = J__S-T—_—fe J m(lr—rj|)e d’r

Noting that F_;j is a dummy variable of integration the matrix element:
reduces to Bg. (5-7):
<KW E) |R> = (@) Keg|w () K> (C-19)

where S(c_f) is the structure factor defined in By. (5-8B) and

is the form factor.

Elementary trigometric identities, 1 - cos6 = 2 sin2 —g— and sin®

= 2 sin —g- cos ';62 , and By. (C-19) transform By. (C-18) into:
(il
K
1 f 2 ooy 2 (2 .. 30 6
1. ;;ﬁf %@ (K lw(@ [K>)4 sin® $ cos 2 a0 (C-20)
0

0
For elastic scattering g = 2kf sin 3. Thus switching the variable of

integration to q/2kf the relaxation time becomes:

—— e e ——— e iy = ———— e i P, . e—r—
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which leads to the resistivity of Bg. (5-9).
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APPENDIX D, LOCAL POTENTIAL FORM FACTORS

Application of the Ziman nearly free electron theory to calculation
of metal resistivities (Bg. 5-10) requires choosing an electron-ion
interaction potential. For this work a series of simple "bare sphere"
potentials were evaluaced and used in Bg. (5-10) with & suitable
dielectric function, ¢(K). More involved Heine-Abarenkov potentials were
not tested because it was felt that the degree of complexity was not
warranted by the approximate nature of the theory,(79’90) This
appendix deals with the chosen bare sphere potentials that model the
ion-electron interaction and the dielactric function which best
acoomodates electron exchange and correlation effects.

The least complicated potential used is the Ashcroft hollow core for

which the electron ion interaction is assumed to be coulombic beyond a

core radius Rc and to be zerce within that radius,

0 r < RC
vir) = 2 (D-1)
“Zarf®
— r >R
r C

RSP S

Asnhcrott has shown the form factor resulting from this potential to be in
good agreement with more complex Heine-Abarenkov forms. (18) The bare i

sphere form factor is defined as:

2
L[4 e 22
Vig = IV B> = 2= fd3r [_fi_] o-iarT o2

QO T
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whare 57.0 = volume per atom. Choosing g coordinate system centered at

i

the scattering center whose polar axis is coincident with K reduces Eg. N
¥

(2) to: e
i

2 © 7 oo 5

=277 e ’ . - —-4nz e” b

y . - > -ff . 5

vig) = -—-——gf—f—-— [ f rsinde 1 FOVg0qr = — Q‘;f f singrdr (D-3) g
i) RY0 o3 R, . :

The integration of the last expression reguires 4 pluy co circunwvent the

e S 8 D e, B B SR A

divergency.
[oe] e}
1im f e "I sin godr =f sin qrdr (D-4)
w0 YR R ;
c 5
i
The result is: !
| -47 ezcoqu 1
£ ;
Vig) = —e 2 (D-3) :
%
;
The Ashcroft hollow core form factor includes anly one parameber, RC, i
through which to match theory to data. j
A second model cousists of a coulomdb potential outside the core and a
!
constant potential within. Labelled heve the Heine-Roarenkov potential
it is in fact less oomplex than that defined in reference 79.
2
A :
_ eff ,
YoTR v TR :
< !
> !
V(r) = (D~6) i
2
=% € i
eff r >R i
r [¢] ¢ ’i
;
(86) 4

Defined as before the form factor becomes:
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—41TZP £ fe2 S']' anc
Vig) = ——-—2-—"-—-— [(l+u) <3oquC ~-u ] (D~7) 3
y aR 5
q QO [o]

where the second parameter, u, gives the relative height of the core
potential in terms of the coulomb potential at Rc.

A third model, identified here as the Harrison potential and

AR R

discussed in getail by Egelstaff(W) is the superposition of coulombic
and exponential terms. :

V(r) = —— +Ce 0<r (D-8)
The second term is intended to cancel the coulombic attraction in the
core region reflecting the fact that the free electrons are excluded from i
occupying the ionic bound states. Thig effect has an effective range of i

approximately atomic dimensions, i.e. a characteristic radius RC.

Agein choosing the coordinate system of Eq. (D~3) the Harrisou form i
factor is :
1
: 2 3 : ;
_ —4ﬂZeffe 81rCRc 1 (D~9)
viq) = 7 —+ 5| o
< (+@r)% J ° .

The additional parameter chosen to correctly model the data is c, the
height of the repulsive component at core center.

The form factors of Egs. (I-5), (D-7), and (D-9) are known as local
potential form Eactors, and their use should be contrasted to the more
usual approach taken by Anomalu and Heine among others. (79) Aas
outlined by Evans,(al) the latter procedure begins with the definition

of a single ion bare sphere potential:

2ot

#
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wo()----f—fﬁ-z, 0 (R,~x) (A, )PSL
(D-10)
6(x) =1 x>0 )
0(x) =0 x <0
%
*
P IYpery|
-9

where Py as defined is the projection operator that picks out the
compnent of the wave function with angular momentum £, The parameters
A  are determined by choosing that potential which will reproduce
measured eigenvalues for an isolated ion. The R I3 's are then chosen
through a variational technigue seeking to produce the smoothest possible

model wave function. (81) Such a requirement results in Ag = %—-,
)

i.e. the "pest" wave function is produced for thouse values of R . for
which the discontinuity in (D-10) is eliminated. This Heine-Abarenkov
procedure in some cases produces a potential remarkably similar in form
to Eg. (D-8) (see reference 79, Eq. 24).

.ed the physics of
the electron—ion interaction. It can be shown that it is poseible to
modify these bare ion form factors with a dielectric function that
accamdates the electron-electron interaction and the eflects of
electron exchange ard correlation. We outline heve a treatment given by
Harrison(go) that demonstrates that inclusion of electron-electron
interactions leads to a bare sphere form factor modified by the HJartree

or Lindhard dielectric function. The potential energy at any point Y is

Nt
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now defined as W(2) = W (F) + W-(¥) where W’ (r) is that due to the
electron-ion interaction and Wl(;) is the omtribution of the electron-
electron interaction. Harrison's method is to compare the electron den-
sity computed quantum mechanically with the electron density derived from
Poisgon's relation and thus deduce the relationship between the total

> >+ -+ - >
form factor, <K+q|Ww(r) |K> and the bare ion form factor <K+q|w0(r) [R>.

The Kth wave function may he expressed as an expansion in K-gpace:

¢ =Za (®) |Kep (D-11)
X q q

1 iKer, 1 2, i(R+q) T
-3 o Y
= 9= a.(Kle™ ~ + Z a_(K)e
Q172 0 9.172 0 q
where in the spirit of perturbation theory, the wave functions are almost
plane waves, i.e. ao(k*)% 1 and the remaining aq(f\g) are small by
oompar ison.  Consequently the Kth state probability density is

approximately:

X > > -
bpuby —Sl; 1+ L la_(K)e™? Trar K) e *9'T) (D-12)
\ q o4
q#0
*
and the electron density at any point, £, is n(£) = Z b be
where the K sumation is cver all occupied states in the free electron

Fermi sphere. 1f Z is replaced by 20
K

(27)
density becomes:

3 f d3K the electron

-3 - 2 - i_’--} * , X -..iao—r' 3
n(r) = ——Tf 1+Z [a_(K)e +2_(K)e ]} a’k (D-13)
(21) { qfO 9 g
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The first term is the constant background that balances the ionic charge
distribution while the summation terms reflect the electron—~electron

> >

_iq.r

induced charge non-uniformity. a;(ﬁ) e can be replaced by

> >
a:q(f':) e'%"F without changing n(7), and similarly afq(k') can

be replaced with aiq(—f) . (Due to the symmetry of the Fermi sphere

for every wave vector there is another equal in magnitude and opposite in
sign, and any summation or integration over accessible phase space
includes both.) Further, aiq(—f) = aq(ﬁ). Therefore, neglecting

the constart term

22 .. O A
n(r) = ——3_[ 2 2, ®el9T %% =/, n 9T (D-14)
(2m) gfo 4
where
4 [ &% a
n_ = a
9 om3 J q
Noting that:

> _ <Krg|w(@ |B>
a (K) =
q 12/ 2m (K- | B | %)

for g # C

the q Pourier component of the electron density is then:

4 SRRG WD) | B> _
"q~ 3,[ ql 5)4]» 2 (D-15)
(2m~J h /21 (K -|K

3 ket P D SO

3 e L A e s i o s ealbepmato e 0L e L e s . - - L » Ry
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The matrix element is independent of K if the potential can be assumed to
be local. Choosing Kz tc be that compent of the incident wave

vector, K, in the direction of q. the electron density component becomes:

2 2

. 4 -]' TT(Kf - KZ)dKZ .

9 @m’J p¥m (-2 ) (b-16)
Integration of Fy. (D-16) yields:

MK <K | W K> 2

n = 1% e S lt’.‘.l i1 (D-17)

q 21r2f12 2% 1-x
h =9
where x %

In addition to the quantum mechianical approach that proauced Iig.
(D-17) it is also possible to use Poisson's equation to £ind an
expression for the potential at a point ; in terms of the charge density,
and conversely to represent the charge density in terms o the
potential. Recalliing that W(r) = W’ (f) + W-(f) is an expression for
the potential energy at point r in terms of electron-ion and electron-
electron interactions the potential may be represented by:

Z effe

6(r) = ¢0(?)+¢'(3?) Zl+ 2] + ¢'(r) (D-18)
R |r-R

-
where R is an ion site. The charge density is:
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p(o) = Z Zes (t-R) - n(De (D-19)
R

where n(?) is the electron density. Poisson's eguation (V2¢ = —41rn)

can be expressed as:

ol Ze

— + ¢' (¥) p = —4112_‘Ze6 (F-R) +4™T (T e
% |TRl 2

= 476 (2-R)

which, in view of the identity vz( L

Ir-x|

reduces to:

-412 268 (2-B) 472" (3) = -4nzZe6 (r-R)+4m (F) e

R R
or: V2¢' @) = 4am(@)e (D-20)

In terms of potential energy Bg. (D-20) is VZW' () = 4m(¥) e2

Fourier transforming the Poisson expression yields:

qZWq ‘= 4Tre2nq (D-21)

Making use of the fact that:

' = <G @) B> = <R[ |~k w0 @) K>
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A second expression for the gth component of the electron density is
found to be:
2 > > > > -+ >+, 0, —)-‘
n, = - <kgwD [K> - <Keglw (@) |K>} (D-22)
9 4re ’
Compar ison of Bj. (D-17) and (D-22) leads to a simple relationship
between the bare sphere and more complete matrix elements.
e +>
F|w|T> = fl“—?l(—g‘;—lﬁi (D-23)
2 2
me 1-x 1+x
e(q) =1+ 37 | g Rn‘i_—_-il+l
2mh fo

. (D-23) expresses the Hartree or Linhard dielectric function which
models the electro—static repulsion of the free electrons but does not
acoount for correlation or exchange. The latter effects are accommodated
as indicated with respect to Egs. (5~17) and (5-18).

To synopsize, the electrical resistivity calculations of this work
were done using the matrix element of Eg. (5-17). The bare spixie
potentials emploved are the localized models of Egs. (D-1), (D-6), and
(D-8). Consideration has been given to electron-ion, electron-electron,

and electron correlation and exchange interactions.




